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ABSTRACT 

Advances in artificial intelligence and 
hardware miniaturization indicate that the 
"computer-aided" systems that are the focus of 
current research will be rapidly displaced by a 
generation of distributed-intelligence systems­
ones where man and computer have complementary, 
intelligent roles and must work together as a 
team. The forms of communication which must 
occur between intelligent, autonomous man and 
intelligent, autonomous computer in these 
systems will be categorically different than 
those forms which occur in the systems of 
today. Man-machine communication requirements 
1n distributed intelligence systems are 
described and analyzed in this paper, both in 
general and in the context of one such system 
currently under development. Also presented 
are some approaches to designing man-machine 
interfaces for these types of systems and a 
discussion of the research questions which must 
be answered before these approaches can be 
brought to fruition. 

Les developpements dans l'intelligence 
artificielle et dans la miniaturisation du 
materiel indiquent que les syst~mes "assistes 
par ordinateur" qui dominent la recherche 
seront rapidement devances par une generation 
de syst~mes a intelligence repartie - syst~mes 

dans lesquels l'homme et l'ordinateur ont des 
roles intelligents c,omplementaires et doivent 
travailler en equipe. Les formes de 
communications qui doivent exister entre un 
homme intelligent et autonome et un ordinateur 
autonome et intelligent dans ces syst~mes 
seront categoriquement differentes des formes 
qui existent dans les syst~mes actuels. Les 
exigences de communication homme-machine dans 
les syst~mes a intelligence repartie sont 
decrites et analysees dans le present document 
tant en general que dans le contexte d'un tel 
syst~me actuellement en developpement. Le 
document presente egalement quelques approches 
a la conception d'interfaces homme-machine pour 
ces types de syst~mes et une etude sur les 
questions de recherches auxquelles il faut 
repondre avant que ces approches donnent des 
resultats concrets. 
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Introduction 

The relationship between cybernetic ma­
chines and the humans which use them has 
evolved along with the capabilities of the ma­
chines themselves. As the machines have 
evolved from primitive regulators and servo­
mechanisms to sophisticated general purpose 
digital computers with limited cognitive capa­
bilities, their use by humans has increased 
and broadened into complex interactive part­
nerships that pervade almost every aspect of 
everyday 1 i fe. 

The most advanced form of man-computer 
relationship to achieve widespread application 
has been the "computer-aided" system, in which 
specialized computers assist humans in the 
performance of complex creative and/or intel­
lectual tasks. Computer-aided systems are 
currently in use for assisting in translation 
of natural language documents, in the develop­
ment of designs of digital circuits, in the 
generaton of workplace designs, in optimiza­
tion of decision making, and in the detailing 
of artistic works, to name but a few of the 
most widely-known applications. In these com­
puter-aided systems the human and computer 
work as partners, interacting extensively and 
sharing much information. However, the human 
alone is given the initiative to act, with the 
computer merely supplying data, information, 
and analyses when requested to do so by the 
man. Without direct requests for action from 
the human, the computer does nothing, except 
possibly to alert the human that:certain pre­
defined conditions have occured. 

Advances in artificial intelligence, 
although substantial in recent years, have 
seen few practical applications. A possible 
reason for this is that most AI systems have 
been built in research laboratories to work in 
isolation --without any substantive interac­
tions with other intelligent systems or humans 
performing related or complementary tasks. 
The result has been the development of programs 
which behave "intelligently" but only with 
regard to certain contrived problems in highly 
constrained situations. AI researchers have, 
perhaps, only recently begun to realize that 
an important aspect to human intelligence is 
that it does not operate in isolation, but in 
a complex interactional and communicational 
milieu that may include intelligent machines 
and other intelligent humans. 

The realization is now growing that the 
symbiotic man-computer partnership represented 
by the computer-aided system approach can be 

profitably applied to the artificial intelli­
gence breakthroughs to create a new type of 
practical application system. In these sys­
tems, unlike computer-aided systems, intelli­
gent functions are performed by both man and 
computer, and initiative for action is accor­
dingly assigned to both man and computer. 
Thus, the man and computer interact not as an 
intelligent entity using an intelligent (albeit 
a highly complex and sophisticated) tool, but 
rather as intelligent partners or co-workers, 
working together in complementary roles to 
complete complex tasks. Such systems can be 
termed "distributed-intelligence" systems, 
because in them the intelligent functions are 
distributed among all components of the system, 
regardless of whether they are humans or 
computers. 

Distributed-intelligence systems of this 
sort will demand an entirely different form of 
man-computer communication than the present 
computer-aided systems. The interactive com­
puter-aided systems of today employ the machine 
as a sophisticated but dedicated servant of the 
man to whom all decision-making responsibility 
is allocated. This role for the computer --
as a glorified servomechanism -- allows the 
communication between man and machine to be 
basically one of data transfer. The man inputs 
data, menu-selections, cue responses, and 
decisions to the computer, while the computer 
outputs data, calculation results, cues and 
messages to the man. Complex, abstract com­
munication of the sort which typifies interac­
tions among humans working in teams is not 
necessary. In the coming generation of 
distributed-intelligence systems, very dif­
ferent role assignments will prevail. 

Allocation of Cognitive Functions 

The major distinction between man and 
computer in distributed-intelligence systems 
lies in the capabilities and limitations of 
each to perform specific cognitive functions. 
For example, humans and computers have very 
different limitations with respect to memory 
and computational resources. Whereas com­
puters are particularly effective and reliable 
in dealing with masses of quantitative data, 
humans tend to excel at filtering out irrele­
vant details and in focusing, for memory and 
manipulation, on associative concepts. Also, 
the intelligence of computer algorithms is 
much more restricted by context than is the 
intelligence of humans. Such differences help 
to determine the appropriate roles of man and 
computer in distributed intelligence systems. 
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While it is recognized that the underlying 
structures of distributed-intelligence systems 
are necessarily unique and specific to the 
situations they address, generalized statements 
can be made regarding the functions to be per­
formed by human operators and automated proces­
sors. Many algorithms exist which permit com­
puters to perform intellectual processing func­
tions but some tasks have not yet yielded (and, 
indeed, may never yield) to satisfactory algo­
rithmic resolution (hence, the rationale for 
developing distributed-intelligence systems). 
For example, algorithms can not effectively 
perform abstract problem solving tasks, estab­
lish heuristic values, and recognize meaning­
fulness of novel information which is relevant 
to the decision process. However, computers 
can acquire, organize, and analyze data, and 
develop inferences from the data. Based on 
these processing functions, computers then have 
the capability to perform other functions such 
as: 

• assisting the operator in determining 
an optimal course of action, 

• advising the operator of problems 
which are algorithmically insolvable, 

• assisting in establishing priorities, 

• predicting future consequences based 
on comparison of historical-and pre­
sent patterns, and 

• alerting the operator to new data so 
it won't be overlooked. 

Functions that human operators perform in 
a distributed-intelligence system are conse­
quently associated with the higher, more ab­
stract decision or problem solving levels. 
Since computers have limited intelligence, 
functions designated to operators are to assess 
the validity of automated processing results, 
determine the value of 'information in respect 
to the total problem, input new values, alter 
the decision path taken by the automated 
intelligent system when necessary, and, in 
general, monitor problem solving analyses and 
actions taken by the computer. The roles of 
the man and computer in distributed-intel­
ligence systems thus progress from worker and 
tool to that of superordinate and subordinate 
co-workers. Man as the executive oversees the 
problem solving task while the computer as a 
subordinate does the "leg work" and advises the 
executive. 

Interface Considerations 

With the allocation of intellectual func­
tions to b6th human and computer components of 
systems, unique interface mechanisms are needed 
to facilitate the complex interaction between 
the two. Man/machine interfaces for conven­
tional systems have only been concerned with 
presentation of data and choice of input/output 
channels. Although these concerns are still 
pertinent, the major issue is how to structure 
an interface which allows both intelligent 
entities, human operators and computers, to 
communicate with each other. At a minimum, 
mechanisms are needed so that the human opera­
tor can monitor the autonomous decisions made 
and actions taken by the computer (i.e., know 
what the computer-as-subordinate is doing), 
interrogate the computer about its actions/ 
decisions (i.e., find out why it is doing what 
it is doing), and intervene or override com­
puter actions with which the operator disagrees 
(i.e., correct it when a mistake is made or a 
more appropriate action is recognized by the 
human). Similiar types of communications are 
needed by the computer - it needs to know what 
it's human supervisor is doing, why he is doing 
it, and how any inaccuracies and/or incon­
sistencies can be corrected or brought to his 
attention. These communicative functions --

'monitoring, querying, intervening -- are not 
new, but distributed-intelligence systems 
require them to be performed at a higher and 
more abstract level-than anything envisioned 
in present-day man-computer systems. 

It is not the intent of distributed-intel­
ligence systems to eliminate data sources from 
operators, but rather to alleviate the inun­
dation of data so they can better perform their 
primary tasks. There are at least three infor­
mational levels the operator needs -- dynamic 
structure of the problem, decisions made by the 
automated processor and data sources used in 
the analyses. A holistic or gestalt represen­
tation of the situation is needed so that human 
operators can readily see the scope of th~ 
problem without having to integrate individual 
data sources to determine problem structure. 
The representation should be dynamic to reflect 
actions taken, impact of actions (through pre­
dictive models), and status of other contri­
buting factors (e.g., enemy actions). For 
operators to assess algorithm peformance, a 
mechanism is needed to make the processing 
funct ions transpa rent. One method is to pre­
sent operators with the results of key deci­
si~ns as the problem solving analyses are 
taking place. Should the operator want to 
override any decision, a mechanism is needed to 
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change the decision output. If the operator 
needs further detail regarding how the decision 
was made, a mechanism must be provided to 
access this level of detail. To provide opera­
tors with these necessary capabilities, four 
different interface subsystems are needed -- a 
conceptual situation display, an algorithm 
monitoring display, a query system, and a 
control input system. The control input system 
must allow not only for overriding decisions 
but also for altering the decision path taken 
by the automated processor or for changing the 
information on which this decision analysis was 
based. 

Although automated processor functions are 
predetermined by system design, this design may 
call for the computer to initiate commun­
ciations with the human operator for various 
intelligent purposes. For ins~ance, automated 
intelligent systems have the capability to 
monitor operators' performance and to alert 
them to critical situations. Or it may be 
necessary for the computer to query the opera­
tor regarding new inputs made to the system. 

The structure of the interface subsystems, 
though not yet designed, is envisioned as 
rather complex. For example, an underlying 
component of the distributed-intelligence sys­
tem requires an. executive not only to com­
municate with operators, but also to 
communicate with individual processors to 
"orchestrate" the automated tasks. Results 
obtained from individual processors must be 
integrated and organized in a structure which 
operators can understand in terms of their own 
methods of problem solving. Conversely, a 
translator/director is needed to transform 
operators' inputs and direct them to the 
appropriate processors. 

Consider, for example, a system in which 
the computer is controlling the positioning of 
players in a basketball game. If the computer 
were asked by the human "general manager" what 
it was doing at the moment, we want it to 
respond "I recognized that the opponents were 
going into a zone defense so I responded by 
overloading the zone to the left side," not "I 
sent player 36 to coordinates 3.5, 4.7 on the 
floor, I sent player 39 to coordinates 3.9, 
5.2 on the floor, • • ." The fi rst response 
is a conceptual response, the second is a data 
response. Similarly, if a computer that was 
controlling the positioning of air defenses 
against enemy air attack were asked by a human 
tactical controller what it was dOing, we want 
it to respond "I recognized the movement of 
enemy aircraft to the south as a feint and 

therefore directed my defenses to follow them 
at a distance sufficient to allow them to 
respond to the main attack which I anticipate 
will come from the east." These responses 
need not be in a natural language, of course; 
they could be in graphic symbols, mathematical 
language, or some other form of communication. 
What is important is that the computer be able 
to utilize this conceptual level of communi­
cation, not the form that this communication 
takes. 

It is also important to plan for flexibi­
lity of transition between the levels of con­
ceptual communication employed in the man-com­
puter communication process. While the dialog 
suggested above focuses on a very abstract 
level, it is often necessary to "jump" from 
detailed to abstract conceptual levels during a 
single dialog. For example, if the attempt to 
"overload the zone" failed, the human might 
want to know why, and the computer could 
appropriately alter the conceptual level to a 
more detailed one and respond in terms of the 
failure of player x to perform a specific task 
properly. Thus it is not merely the need to 
communicate in conceptual terms that is 
important, it is also the need to manipulate 
the conceptual level accordi ng to the com­
municational context. 

Utilizing Cognitive Capabilities in System 
Design 

In designing distributed-intelligence sys­
tems the processes of function allocation and 
interface design tend to be confounded with one 
another. The manner in which functions are 
allocated determines the information tranfer 
specifications for the man-machine interface. 
But operation of the interface requires both 
man and machine to perform cognitive processes 
of the same type as is required for accomplish­
ment of the basic decision functions. The con­
cept of distributed-intelligence implies a high 
degree of interaction between man and machine 
in order to communicate inputs and outputs of 
decision-making processes and to enable man and 
machine to monitor each other's performance. 
Thus, information processing functions must be 
allocated with consideration of the additional 
proceSSing requirements that will be imposed by 
the interface on both man and machine. 

In accomplishing the intertwined tasks of 
function allocation and interface design, the 
system designer must deal with three major 
constraining factors -- decision task require­
ments, man and machine cognitive capabilities, 
and characteristics of interface options. In 
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cept of distributed-intelligence implies a high 
degree of interaction between man and machine 
in order to communicate inputs and outputs of 
decision-making processes and to enable man and 
machine to monitor each other's performance. 
Thus, information processing functions must be 
allocated with consideration of the additional 
proceSSing requirements that will be imposed by 
the interface on both man and machine. 

In accomplishing the intertwined tasks of 
function allocation and interface design, the 
system designer must deal with three major 
constraining factors -- decision task require­
ments, man and machine cognitive capabilities, 
and characteristics of interface options. In 
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particular, task requirements and interface 
characteristics must be understood in terms 
compatible with knowledge of man and machine 
c~gnitive capabilities. Understanding of 
cognitive capabilities assumes a pivotal role 
in this process because the functions to be 
allocated and the interfacing operations are 
primarily cognitive. To facilitate function 
allocation, it is important for the cognitive 
capabilities of man and machine to be repre­
sented in terms of capabilities to perform 
generic cognitive processes that can be poten­
tially accomplished by man or machine. By 
expressing task requirements in terms of such 
generic cognitive processes it is possible to 
determine, on the basis of known capabilites, 
whether man or machine is better suited for 
each process. 

Identification of suitable generic cogni­
tive processes must satisfy several con­
straints. The processes must be specific 
enough to permit clear association with par­
ticular decision tasks and to foster unam­
biguous delineation of human and machine 
capabilities. The processes must be general 
enough to be accomplishable by man or machine 
and yet be sufficiently specific to relate 
to the empirical literature on man and machine 
performance. The total collection of iden­
tified cognitive processes must be comprehen­
sive, dealing with all information processing 
operations needed for decision making, yet the 
number of distinct processes must be small 
enough to permit compilation of a useful inven­
tory of man and machine processing characteris­
tics. Comprehensiveness should apply to the 
depth as well as the breadth of the set of 
cognitive processes. The processes should 
include registration processes such as percep­
tion and memory, manipulation processes such as 
reasoning and modeling, and management pro­
cesses such as learni'ng and hierarchical plan­
ning. Detailed specifications of component 
cognitive processes should be constructed 
through analyses of processing requirements for 
developing distributed-intelligence systems. 

The AEW Intercept Planning System 

Efforts are currently in progress to de­
velop a distributed intelligence system for the 
intercept planning mission of a Naval airborne 
early warning (AEW) ai rcraft. This mission, 
which is performed in simultaneous conjunction 
with several other missi~ns, requires the oper­
ators of the AEW system to monitor a large air 
space for threatening activity and to direct 
friendly fighters in the investigation and 
interception of possible threats. Much sophis-

ticated electronic equipment is used in current 
AEW platforms to detect and classify airborne 
objects, primarily through the use of radar. 
However, the enemy can be relied upon to make 
the job difficult through the use of radar and 
radio jamming and deceptive tactics. Further­
more, the high speeds of modern military air­
craft and the long ranges of many weapons sys­
tems imply that there is generally very 1 i ttl e 
time, for the AEW operators to develop and 
implement intercept plans. Thus the mission 
requires a great deal of intelligence and 
speed. 

Fortunately, virtually all of the com­
ponent tasks involved in intercept planning can 
be automated to some degree. Threats can be 
classified using rule-based inference. Value 
models can be used to establish intercept 
pri ori ties. Intercept vectors can be deter­
mined algebraically. However, the uncertain­
ties introduced by jamming and deception cannot 
easily be processed by al gorithm. In seeki ng 
to create a distributed-intelligence system for 
intercept planning, design efforts are focusing 
on development of a system concept in which 
human and computer intelligences will comple­
ment and support one another in the timely 
accompl i shment of a very diffi cult task. 

Only a few high-level decisions concerning 
the design of a new intercept planning system 
have yet been made. These include that: 

• The computer must be programmed to 
accomplish all tasks that can be 
automated and to perform these tasks 
by default unless the operator inter­
venes. This feature is necessitated 
by the possiblity of a saturation 
raid by the enemy which would present 
the AEW operators with more threats 
than they could effectively handle 
manually. 

• The operator must have access to all 
information appropriate for moni­
toring automated operations. A 
graphic display of the tactical 
situation must be provided incor­
porating a means for the represen­
tation of automated decisions. An 
easily operated query subsystem must 
be available to enable the operator 
to have quick access to a broad range 
of information at various levels of 
abstract i on. 

• The operator must have the option 
of making minimal interventions in 
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automated operations rather than 
having to choose between totally 
automated and totally manual 
control. 

- 104 -

Continuing research is focusing on the iden­
tification of generic cognitive processes 
required for the accomplishment of intercept 
planning tasks and on the assessment of the 
relative capabilities of humans and computers 
to implement those processes. A collection of 
appropriate cognitive processes have been ten­
tatively identified through the distillation of 
generic processes from a comprehensive func­
tional task analysis. Man and machine pro­
cessing capabilities are currently being eval­
uated in the context of situational extremes 
(including jamming and threat saturation sce­
narios) in order to determine how allocation of 
functions should be varied across situations in 
order to achieve optimal performance 

Summary_and Conclusions 

Recent technological developments in arti­
ficial intelligence and hardware miniaturiza­
tion have stimulated the evolution of advanced 
man-machine systems from "computer-aided" 
design concepts to "distributed-intelligence" 
concepts. In distributed-intelligence systems, 
humans and computers share the responsibilities 
for intelligent processing of information. 
This type of system requires new approaches to 
the problems of function allocation and man­
machine interface design. Some general guide­
lines have been offered for the design of 
distributed-intelligence systems such as the 
requirement for two-way (i.e., man to machine 
and machine to man) interface subsystems for 
monitoring, querying, and intervening. Contin­
uing research is required and is in progress to 
determine effective procedures for charac­
terizing man and machine cognitive processing 
capabilities and for using those charac­
terizations to achieve optimal allocations of 
intelligent responsiblities between human and 
computer components of a system. 
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