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ABSTRACT 

Binary images of different map units can 
be extracted, in registration with each other, 
from systematically digitized maps of the same 
area. The images are transformed and combined 
with one another to define regional geological 
situations which are described by the resulting 
new sets of coincident patterns. 

Binary transformations provide quantita­
tive measures of orientation and distributions 
of map units, and of interrelations between 
them. Fast parallel processing for producing 
the transformations can be obtained by com­
pressing the binary data to one bit per pixel, 
and by using both Boolean and bit shift oper­
ators which are available on most computers. 

To exemplify the approach, these tech­
niques are used in the study by minicomputer of 
mineral resources - evaluations of two mineral­
ized areas. 

Les images binaires de diverses unites 
cartographiques peuvent etre extraites, 
alignees les unes par rapport aux autres, a 
partir de cartes completement numeriques de la 
meme zone. Ces images sont transformees et 
combinees les unes aux autres pour definir les 
situations geologiques regionales qui sont 
decrites par le nouveau groupe de diagrammes 
colncidants obtenu. 

Les transformations binaires donnent des 
mesures quantitatives de l'orientation et de la 
distribution des unites cartographiques et de 
l'interrelation entre elles. Le traitement 
parallele rapide permettant de produire les 
transformations peut etre obtenu en comprimant 
les donnees binaires a un bit par pixel et en 
utilisant les operateurs de Boole et de 
decalage de bit qui sont accessibles sur tous 
les ordinateurs. 

Afin de donner des exemples de ce genre 
d'approche, ces techniques sont utilisees dans 
l'etude par microordinateur des evaluations de 
ressources minerales de deux zones. 

* Guest worker at the Electrical Engineering Division, National Research Council of Canada 
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Introduction. One of the targets of 
image processing is the extraction of fea­
tures from digital images. These are com­
puter processable arrays of numbers in 
point-to-point correspondence with very 
small areas, pixels, in the original picture 
material. Image processing, in general, 
does not deal with hierarchically structured 
data, as is done in computer graphics. The 
reason is mostly one of computational con­
venience, but it is also because much pic­
torial data is currently available as raster 
formatted images, e. g., remotely sensed 
information, and this makes data integration 
easier. 

Integrating geoscience data from dif­
ferent sources, offers the opportunity to 
use the computer for broadening the work of 
the economic geologist in the construction 
of maps which, in a quantitative form, 
represent the probability, associated with 
particular geological areas, of the occur­
rence of mineral deposits. Geometrical pro­
bability concepts have been developed for 
this purpose by Agterberg and Fabbri (1978) 
in the analysis of black and white images. 
In such binary images, each pixel indicates 
the presence of a given rock by the value 
binary 1, and its absence by a binary O. 
Each rock type can be considered as a set of 
I-valued pixels. 

If a number of maps of ancillary data are 
also available, beside a geological map 
(e. g., mineral occurrence distribution 
maps, geophysical and geochemical contour 
maps, or remotely sensed pictures) it becom­
es feasible to develop statistical models 
for mineral resources estimation and to 
process images of maps as sets of pixels. 
The theory of sets can then be applied and 
processing is made easier. In general, such 
models are based on the relationships 
between known mineral occurrences and the 
characteristics of their neighboihoods in 
terms of the ancillary information. 

Geometrical probability theory and appli­
cations have been developed in several 
fields indirectly related to geology, such 
as mathematical morphology (Matheron, 1975), 
geometrical probability and stereology 
(Serra, 1978) or mathematic81 geology 
(Switzer, 1976). Some of the applications 
have been performed on "image analysers": 
special purpose instruments in which a 
microprocessor, a television camera, and a 
microscope, or some other projecting 
devices, are interfaced (Hougardy, 1976). 
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Image analysers are real time hardware-built 
instruments which can become very powerful 
and complex systems if interfaced with large 
computers or if provided with sophisticated 
special purpose hardware, as the T.A.S. 
(Texture Analysing System) described by 
Nawrath and Serra (1979). Other applica­
tions are performed on even more powerful 
"pipeline processors" like the Cytocomputer, 
used by Gillies (1978) for real time pattern 
recognition. The cost of dedicated hard­
ware, however, limits its availability, par­
ticularly in non-routine research work for 
which general purpose computers may be more 
acces s ib le. 

The approach pursued in this paper, is 
the analysis of relatively large images 
(1024 pixels x 1024 pixels) by a small 
general purpose computer. The images are 
digitized from geological maps and ancillary 
data related to uranium resources. The 
analysis has been and can be performed by 
one person, a geologist, who uses an intera­
ctive Fortran program package, GIAPP, deve­
loped by Fabbri (1980) for the analysis of 
geological data in picture form. In parti­
cular, GIAPP computes transformations of 
binary images which are in the compressed 
form of one bit per pixel. 

Digitization of boundaries of geological 
maps. Geological maps contain lines depict­
ing boundaries between different rock types 
and/or terrains of different ages. Within 
each bounded area, there occurs a different 
rock type or map unit. The units are 
classified using a legend in which colours 
and map units are associated. Graphical 
patterns and scattered symbols can also be 
substituted for colours when the latter are 
too expensive to reproduce. The colours on 
geological maps appear uniform to the human 
eye, but, unfortunately, are not so to 
automatic scanning devices (for example, 
uniform looking colours may consist of pat­
terns of differently coloured dots). The 
maps also contain much additional informa­
tion such as symbols for fractures, folds, 
mineral occurrences and various kinds of 
topographical features including geographic­
al names. For these reasons, they may 
require redrafting (scribing) or recolouring 
in order to be efficiently scanned by auto­
matic devices. It is also required that 
several maps of different types, but cover­
ing the same area on the ground, are digi-
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tized so as to be in registration with each 
other. 

Digitization by a 34 cm x 34 cm graphic 
tablet is here preferred as a practically 
simpler and faster means of producing raster 
binary images of map contours. Additional 
processing provides the automatic identifi­
cation of all individual areas, and the 
interactive classification of the areas into 
map units. The extraction of binary images 
corresponding to each unit becomes a simple 
procedure. 

Figure la 

Figure lb 

Figure 1: (a) magnified portion of 
binary image of geological boundaries 
t ized on the graphic tablet; (b) the 

edited 
digi­
image 

in (a), after line thinning; and (c) the 
complete binary image (mosaic) of geological 
boundaries after preprocessing (image dimen­
sions are 760 pixels x 1004 pixels; each 
pixel corresponds to a square area of side 
167 m). Plots are obtained on a Versatec 
plotter. 

Figure lc 

Before digitizing, a number of corresponding 
rectangular subareas, smaller than the tab­
let size, are marked on all the maps of a 
set. Each subarea is placed on the tablet, 
and the digitization is performed by tracing 
all boundaries within the sub area with the 
stylus. Reference points and vectors 
obtained from the tablet are stored on 
magnetic tape for each subarea. They are 
later transformed into a raster image of 
boundaries by simply computing, for a given 
resolution, which squares in a superimposed 
regular grid, are crossed by the vectors. 
These squares become black pixels with value 
binary 1, as shown in Figure la. In cases 
of digitizing errors or of poor resolution, 
interactive editing is done while displaying 
magnified subareas of binary images on a 
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graphic screen. A line thinning algorithm 
is used to reduce the width of boundaries to 
a single pixel. as shown in Figure lb. 
Several smaller images are then mapped into 
a larger one. like the image shown in Figure 
1c. for a geological map. The image repre­
sents a 760 pixels x 1004 pixels mosaic of 
four subimages of 380 pixels x 502 pixels. 

If the boundary lines are now described 
by connected chains of black pixels. it 
becomes a simple procedure to identify by 
unique numbers all areas enclosed within the 
boundaries (component labeling). The next 
processing step consists of displaying mag­
nified sub areas of the binary image of 
boundaries. and of interactively pointing 
once at the inside of each area to record a 
new map-unit label and its image coor­
dinates. When this process is completed. a 
correspondence is established between the 
labels for the individual areas (components) 
and the new map-unit labels (phases). This 
correspondence is used for computing either 
a phase-labeled image (in which all pixels 
belonging to a same map unit are assigned 
its label (phase labeling)). or a different 
binary image for each map unit. 

The desired information is captured from 
the geological map and the spatial corres.­
pondence with the original map is retained. 

Quantification and identification of fea­
tures from maps can also be achieved while 
remaining within the line graphics domain 
as. for example. was done by Bouille (1976). 
However. while some kinds of measurements. 
such as computing boundary lengths. are 
easier with graphic data than with raster 
data. it is not so easy to compute either 
logical operations between images" or shrink­
ing and expanding transformations on images. 
As described in the next section. operations 
and transformations. are intuitive and rela­
tively simple with a raster data base. 

In the remainder of this paper. descrip­
tions are provided of what such computations 
can do in the field of regional resources 
assessment where. as a general case. it 
cannot be predicted in advance which kinds 
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of processing of the digitized data will be 
most useful. 

Logical operations and transformations of 
binary compressed images. If binary images 
are compressed to one bit per pixel.besides 
the obvious convenience in the reduction of 
storage space and in input/output time. 
logical operations between images and binary 
neighborhood transformations can be computed 
at relatively fast rates by combining Boo­
lean and bit shift operators which exist on 
all general purpose computers. This is done 
in order to exploit the limited degree of 
parallellism permitted by the word length of 
the computer. 

By these techniques. useful results are 
obtained in the analysis of binary images 
extracted from a boundary image. shown in 
Figure 1c. which represents the 1:250000 
bedrock geology map of the Whiskey Jack 
Lake-Kasmere Lake area. in nor"thwestern 
Manitoba where. during the past eight years. 
there has been exploration for uranium. 

Binary neighborhood transformations are 
"erosions" and "dilatations" by structuring 
elements or templates. As described by 
Fabbri (1980). the latter can be imagined as 
small binary images which are swept across 
each pixel of an image in order to transform 
its 1 or 0 values into 0 or 1 according to 
the degree of coincidence between the pixels 
in its neighborhood and the corresponding 
pixels in the template. Figure 2 shows 
examples of logical operations and binary 
transformations for two images of the study 
area: the image of a map unit extracted 
from the image in Figure 1c. and the" image 
of 10 km square cells centered around the 
locations of the 12 uranium occurrences 
known in the study area. By appropriate 
transformations. a v"ariety of geome trical 
properties can be measured (often in terms 
of proportions of black to white pixels in 
the image before and after the transforma­
tions) which are immediately recomputed into 
geometrical probabilities. 
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Figure 2: Transformations of binary images. 
The numbers of black pixels in the images 
(here displayed in white on a Tektronix 611 
storage display unit) are shown below the 
right corners of the plots. Below the left 
corners the expressions for the transforma­
tions are shown. (a) image D of 61 pixels x 
61 pixels neighborhoods (10 km x 10 km 
squares) of 12 uranium occurrences; (b) the 
image G of Aphebian pelitic metasediments; 
(c) the intersection (overlap or coinci­
dence) between D and G; (d) the image pro­
duced by the .EXOR. or exclusive .OR.'ing 
logical operation (the union of two non­
overlapping subsets) between D and G, which 
shows one image in the context of the other; 
(e) image G eroded by a 5 pixels x 5 pixels 
black template; (f) image of the pixels 
eroded from G; (g) the image of the comple­
ment or negation of G; (h) image G dilatated 
by a 5 pixels x 5 pixels black template; and 
(i) image of the black pixels "added" to the 
image G during the dilatation. 
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Extraction of patterns of areas related 
to uranium occurrences. If binary images 
are transformed and combined to obtain 
derived patterns as coincidencies of desir­
able characteristics, then the approach can 
represent a new geological tool in the study 
of regional resources. An application of 
this concept in the study area of northwes­
tern Manitoba, is summarized in Figure 3. 
The application is described in more detail 
elsewhere by Fabbri and Kasvand (1981). In 
the study, four ancillary maps have been 
digitized: aeromagnetic anomaly contours, 
gravity anomaly contours, airborne gamma ray 
spectrometric contours of the ratio of equi­
valent uranium to equivalent thorium ele­
mental concentrations, and the location of 
twelve 10 km square areas centered around 
each of the uranium occurrences known to 
exist in the area. By digitizing the geo­
logical and geophysical maps, images are 
extracted for several map units which are 
then related to each other according to the 
following model: (I) the gradational con­
tact between Aphebian (Proterozoic) pelitic 
metasediments and Aphebian conglomeratic and 
psammitic metasediments, is a likely trap 
for uranium deposition; (2) aeromagnetic and 
gravity lows correspond to areas of thickest 
sedimentary piles; and (3) high values for 
the ratio of equivalent uranium / equivalent 
thorium, are related to the occurrence of 
granitic and pegmatitic intrusive rocks in 
which uranium concentration was locally 
observed. The coincidence of these factors 
should portray "environments" related to 
uranium mineralization within favourable 
structural and lithological settings. 

A representation of this situation is 
modeled in Figure 3, where images are com­
puted by combining one transformation by a 
structuring element, and several logical 
operations. Expressions for the operations 
and transformations can be written using the 
following symbols: B for a 5x5 black pixels 
structuring element set, ~ for dilatation 
of a set, n for intersection, and U for 
union of two sets. If mnemonics are used 
for indicating the binary images, we can 
write: Gl and G2 for the images of the two 
Aphebian metasedimentary units, AL for 
aeromagnetic anomaly lows, GL for gravity 
anomaly lows, and UT for the equivalent 
uranium / equivalent thorium ratios. Then 
the 850 m wide transitional-contact-zone 
binary image, set CT, between map units Gl 
and G2 can be written: 
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which uranium concentration was locally 
observed. The coincidence of these factors 
should portray "environments" related to 
uranium mineralization within favourable 
structural and lithological settings. 

A representation of this situation is 
modeled in Figure 3, where images are com­
puted by combining one transformation by a 
structuring element, and several logical 
operations. Expressions for the operations 
and transformations can be written using the 
following symbols: B for a 5x5 black pixels 
structuring element set, ~ for dilatation 
of a set, n for intersection, and U for 
union of two sets. If mnemonics are used 
for indicating the binary images, we can 
write: Gl and G2 for the images of the two 
Aphebian metasedimentary units, AL for 
aeromagnetic anomaly lows, GL for gravity 
anomaly lows, and UT for the equivalent 
uranium / equivalent thorium ratios. Then 
the 850 m wide transitional-contact-zone 
binary image, set CT, between map units Gl 
and G2 can be written: 
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CT=(G1 <D B) n (G2 (j) B). 

The extracted pattern, shown in Figure 3d, 
can be written as: 

EP = (AL n GL n CT) U (AL n UT n CT) • 

- 328 -

It is of interest to observe that, while 
CT represents 1.9% of the total image area, 
EP represents .5%. This can be expressed as 
a .005 probability that a random pixe1 
sweeping throughout the image set EP, hits a 
black pixe1. This probability can be. appre­
ciated by eye in Figure 3d, and it can be 
easily related to the context of other 
binary images. Representations of this kind 
are useful in the analysis of geological and 
ancillary data on resources. 

This is a simple example of a technique 
for describing one particular uranium 
related "environment" by forcing geophysical 
anomaly contours into a discrete number of 
intervals. In general, it is the task of 
the specialist to design different models 
for deriving contour intervals for particu­
lar purposes. A specialist is also aware of 
the uncertainties associated with the data 
used for resources analysis: i. e., with 
the geological boundaries and the geophysic­
al contours, or the unavoidable bias in a 
classification model based on the prior 
knowledge of one individual. 

Measurements of orientation patterns of 
graVity anomaly contours. This second app­
lication is part of a preliminary geomathe­
matica1 analysis made by Agterberg et a1 
(1981), in the Southern District of K;;w.;: 
tin, Northwest Territories. The preferred 
orientation of the Bouguer anomalies in the 
area was investigated using digitized data 
similar to what has been described earlier. 
Figure 4a shows a binary image of the 
contours for 5 mi11iga1 intervals con­
structed for gravity measurements at inter­
vals of about 12 km. The contours have been 
digitized from 1:500000 Bouguer anomaly gra­
vity maps, where the anomaly reflects the 
specific gravity of rocks at deep levels 
below the surface. The preferred orienta­
tion of the gravity contours analysed is 
likely to represent the dominant structural 
trends of the rocks, in the upper part of 

the Earth's crust, which may not be directly 
mappable on a geological map. 

Clearly many contours in Figure 4a, have 
a prominent northeast-southwest trend, 
whereas other contours have a weaker orien­
tation perpendicular to this direction. A 
simple way to study the orientation of the 
contours in a given area is to compute a 
rose diagram. This is obtained by approxi­
mating the contours by successive straight 
line segments that are sufficiently short, 
and by constructing the histogram of the 
combined lengths of all line-segments point­
ing in directions bounded by class limits 
(e. g., 10 degrees apart). RODIA (for ROse 
DIAgram) is an algorithm written by Agter­
berg (1979) which was used for constructing 
a smoothed histogram of the contact between 
black and white pixe1s in a binary image. 

Several experiments have been performed 
on the image (of size 915 pixe1s x 915 
pixe1s) of all gravity anomaly contours 
shown in Figure 4a. Each pixe1 corresponds 
to a square area of side 500 m. First, the 
image of contours was changed into another 
image, the "zebra map" shown in Figure 4c, 
by extracting the binary images of every 
other interval and computing their union. 
One interval is shown in Figure 4b, between 
values of -60 and -65 mil1iga1s. Next a 
square subarea of 768 pixe1s x 768 pixels 
was outlined on the zebra map, 50 that it is 
at least 5 pixe1s removed from the edges of 
the zebra map in the east-west and north­
south directions. The square was divided 
into subareas according to two different 
methods. A first set of three subareas B, 
A, and C, shown in Figures 4e and 4f, 
respectively, was obtained by intersecting 
the zebra map with binary images (masks) 
like the one shown in Figure 4d. Area A in 
Figure 4f is roughly triangular in shape and 
covers the northwestern part of the region; 
area B, in Figure 4e, is a southwest­
northeast oriented strip across the center; 
and area C, in Figure 4f, covers the sou­
theastern part of the region. A second set 
of subareas was obtained simply by dividing 
the 768 pixe1s x 768 pixe1s binary image of 
the zebra map, into 9 equal-area images of 
256 pixe1s x 256 pixe1s. These areas have 
been numbered from 1 to 9, from top to 
bottom and from left to right: they are 
shown as mosaics of plots in Figures 4g and 
4h. 
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Figure 3: Extraction of pattern of coinci­
dencies. (a) intersection of the two dila­
tated binary images of Aphebian (Proterozo­
ic) pelitic metasediments, and Aphebian con­
glomeratic and psammitic metasediments. The 
image shows the set CT, of the 850 m wide 
zones of contact between the two geological 
map units. The set CT is exclusive OR'ed 
with the image D, of 61 x 61 black pixels 
squares centered around 12 uranium occur­
rence pixels. (b) intersection of the 
images of aeromagnetic anomaly lows, AL 
(less than 2100 gammas) and of gravity lows 

GL (less than -70 milligals) exclusive 
OR'ed with CT. (c) intersection of the 
image AL with the image of equivalent 
uranium / equivalent thorium ratio highs, UT 
(greater than .2), exclusive OR'ed with CT. 
(d) partitioning of CT into likely sites for 
new discoveries: i. e., the extracted pat­
tern EP. Additional explanation is in the 
text. 

Each of the 12 binary images was shifted 
across the image of the zebra map, for 
distances of 0 to 5 pixels in eastern, 
southern, and western directions. The 
geometrical covariance, i. e., the number of 
coinciding black pixels in the two images 
was measured for each shift using GIAPP. 
The result was a set of 61 covariance values 
which were used as the input to RODIA. Such 
an input for subarea 3 of figure 4g, is 
shown in Table I. From this array a rose 
diagram is computed. The results should be 
evaluated by comparing histograms for dif­
ferent subareas with one another. 

In Figure 5, the histograms are shown for 
subareas A, B, and C. In each histogram, 
the frequencies are plotted vertically, and 
the corresponding directions are plotted for 
clockwise rotation in the horizontal direc­
tion starting from 0 degrees for the west­
to-east direction, and ending with 180 
degrees for the east-to-west direction. 
These patterns of histograms show that there 
are two main preferred orientations in areas 
A, B, and C, with the northeast orientation 
better developed than the northwest orienta­
tion in all three subareas. The strongly 
preferred orientation in area B (Figure 4e) 
is reflected in the pronounced northeast 
trend of the surface rocks as shown on the 
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geological boundary map of the area in 
Figure 41. 

In Figure 6, the histograms are shown for 
subareas 1 to 9 of Figures 4g and 4h, in 
their respective locations. Most of these 
patterns of orientations confirm the results 
obtained for areas A, B, and C; however, 
locally one or both of the preferred orien­
tat ions may be less well developed than in 
other parts of the study region. The 
northwest orientation, well developed in 
areas 4 and 6 of Figure 4h, is possibly 
related to younger, high level granite 
masses, in area 6, and to abundant high 
level granite plutons in area 4. According 
to K. E. Eade (Geological Survey of Cana­
da, personal communication) the northwest 
orientation represents a younger trend in 
the crust associated with granitic plutons. 
Such trend, not well expressed in the orien­
tation of the geological boundaries, is of 
interest for the interpretation of the 
economic geology of the region. 

Concluding remarks. In this paper, two 
experiments on large binary images have been 
described for the extraction of patterns of 
coincidencies and of orientations of fea­
tures from regional geological and geophys­
ical maps in areas in northern Canada, which 
are being assessed for uranium resources. 

The approach consists of using Fortran 
programming on a general purpose small com­
puter (a Modcomp 11 with 64 K words of 16 
bits read/write memory), digitizing boun­
daries from maps in registration, and of 
computing special transformations of binary 
compressed images extracted from the digi­
tized boundaries. The philosophy of the 
technique is to enable one single geologist 
to control applications to mineral 
resources. 

An additional advantage of the approach, 
is that statistical concepts of geometrical 
probabilities are observable as sets of 
binary images. This facilitates both inter­
pretation and communication. 
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Figure 6: The rose diagrams computed for 
sub areas 1 to 9 of Figures 4g and 4h . 

Table 1: Geometrical covariance array for 
computing the rose diagram plot shown in 
Figure 6 for sub area 3 of Figure 4g. Coor­
dinate values and signs indicate image 
shifts in pixels for west (-), east (+) and 
south (-) directions. Numbers of coincident 
black pixels are shown. 

-1 0 1 2 3 4 5 
29273. 31070. 29227. 2739p. 25599. 23919. 22433. 
2922~. 29279. 28012 . 26331. 211636. 23051. 21706. 
27813 . 27489. 261131. 25049. 23533. 22160. 210~1. 

2G195. 2575G . 24852. 236~11. 22467. 213113. 201429. 
24597. 24152 . 23373. 22447. 21503. 20665. 19926. 
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Figure 6: The rose diagrams computed for 
sub areas 1 to 9 of Figures 4g and 4h . 

Table 1: Geometrical covariance array for 
computing the rose diagram plot shown in 
Figure 6 for sub area 3 of Figure 4g. Coor­
dinate values and signs indicate image 
shifts in pixels for west (-), east (+) and 
south (-) directions. Numbers of coincident 
black pixels are shown. 
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