
- 47 -

SELECTION DU MEILLEUR JEU DE CARACT~RES PARMI UN EMSEMBLE 

C.Y. Suen* et J. Quinqueton** 

~Universite Concordia 
Montreal (Quebec) 

ABSTRACT 

The problem can be stated as in operation 
research. 

Let E be a set of points in a metric space 
x. 

A partition of E into p clusters {Ci; 
i 1 to p} is given. 

Let d be the distance on X. We look for 
suhset F of E such that: 

to F belongs one and only one point in each 
Ci (I) 

min {cl(xi,Xj) 
maximum 

Xi and Xj EF} is 
(2) 

This problem cannot be solved by a "Branch 
and Bound" algorithm. 

We present a sub-optimal solution based 
upon the n nearest neighbors graph (in the 
sense of the distance d of the metric space X). 

This technique is applied to the search of 
the most legible alphabet of characters (26 
letters and 10 numbers) among a set of 121 dot 
matrix characters. 

~~I.N.R.I.A. 

Rocquencourt, France 

Le probleme peut etre pose comme une 
question de Recherche Operationnelle. 

Considerons un ensemble E de points d'un 
espace metrique X. On connait une partition de 
cet ensemble en p classes {Ci, i = 1 a p} • 

Soit d la distance sur X. On recherche un 
sous ensemble F de E verifiant les deux condi­
tions suivantes: 

F contient un et un seul element de chaque 
classe (1) 

inf (d(xi,Xj) Xi et Xj E F} 
grand possible 

est le plus 

Ce probleme ne peut etre resolu par un 
algorithme de "Branch and Bound". 

(2) 

Nous proposons une solution sous optimale 
basee sur l'utilisation du graphe des n plus 
proches voisins (au sens de la distance d). 

Cette technique est appliquee a la 
recherche du jeu de caracteres (26 lettres et 
10 chiffres) le plus lisible parmi un ensemble 
E de 121 caracteres possibles d'imprimante a 
aiguilles. 
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I. INTRODUCTION 

In recent years, matrix characters have been 
widely used for display in computer output sys­
tem [IJ. The most common size for such charac­
ters is 5 x 7 matrix. 

These characters look like they were written 
which dotted 1ines.This fact makes them a 
little more difficult to read than if they were 
written with continuous lines. Then, as they 
become widely used, the problem of their legi­
bility becomes very important, and must be stu 
died in a specific way. The conclusion obtained 
for continuous lines characters may not be avai­
lable in our case [2J. 

This problem has been studied by several resear­
chers. Most of them conducted experiments on 
human subjects [3, 4, 5, 6]. Recently, the pro­
blem was studied in a quantitative way, by de­
veloping evaluation methods to measure the dis­
tinctiveness of such dot matrix characters [7, 
8]. 

We propose here a statement of the problem in 
terms u£ Operation Research. We show that it 
cannot be solved by "Branch and Bound" algorithms. 
Then we propose a sub-optimal algorithm based 
upon nearest neighbor graph. 

2. STATEMENT OF THE PROBLEM 

Let E be a set of points in metric space X. A 
partition of E into p clusters {C. ; i = I to 

1. p} is given. 

Let us consider the set SYof all the subsets F 
of E which have p elements, one and only one in 
each C •• 

1. 

We can define an order between the elements of 
~in the following way. 

For each F E Cf we call tl(F) the set of ordered 
distances between the elements of F (the dis­
tance measurement is here the distance d of the 
metric space X). All these sets of distances 

. p(p-I) 1 {d d }. h conta1.n ----2-- e ements I"'" i"" W1.t 

i < j => d. :5: d .• 
1. J 

Then, we define F ~ F' in 
let d. be the elements of 

1. 

F ~ F' <=> 3 R, ; Vi < R, 

the following way : 
tl(F) and d! of tl(F') 1. 
di~di and dR,<di (I). 

Then, our problem is the search of a set. F E~ 
o 

such that, for each F E ':Y, F -< F • 
o 

3. THE EXACT SOLUTION 

Let n
i 

be the number of elements of cluster Ci . 

Then, the number of sets F in ~is : 
p 

N = IT n. 
i=I 1. 

Such a number is generally very large, and makes 
impossible any combinatorial solution of the 
problem. 

There is another approach of the solution, which 
consist in ordering all the distances between 
elements of E (except between elements of the 
same C.). 1. 

Then, if we consider the pairs of points in in­
creasing order of their distances, it is clear 
that the shortest must disappear. 

To "eliminate" a short distance, we have to 
eliminate one of the two points. 

But it is impossible to know what one exactly 
because we need to forecast the next elimina­
tions. Then we obtain another combinatorial 
solution, which is prohibitive. 

As it is impossible to find an upper bound of 
the possible subsets F E c:;:, after the elimina­
tion of a given node, a "branch and bound" 
algorithm is impossible to be applied here. 

Then we propose to define heuristic rules for 
the ~hoice of the node to be eliminated at each 
step. We obtain by such a way a sub optimal al­
gorithm , but ~uch quicker than the exact one. 

4. A HEURISTIC ALGORITHM 

Let us consider the set of the ordered inter­
distances of the points of E (except between 
elements of the same C.). 1. 

To each distance corresponds a pair of points. 
The short distances must disappear. Then, for 
each distance we have a choice between two no­
des to be eliminated. 

We define 3 rules for this choice : 

Rule I : if one of the two nodes is the unique 
sample in its class, then the other 
node is eliminated. 

Rule 2 if we are not in the previous case, let 
d

I 
and d

2 
be the distances of the two 

nodes to their second nearest neighbour. 
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If d I '~ d2, the node correspond ing to 

the shortest distance is eliminated. If 
d

l 
~ d 2, apply rule 3. 

Rule 3 let n l and n2 be the number of samples 

in the classes of the two nodes. Eli­
minate the node corresponding to the 
greatest number. 

Before applying these rules, we have to ensure 
that both nodes are not unique samples of their 
class. Tn that case, the elimination is impossi­
ble, and we take the following edge in increasing 
order of length. 

5. APPLICATIONS 

We first test the method on a small set E of 10 
elements, divided in 3 classes, shown on Figure 
I. The distance is the Hamming distance. 

From this set, the sequence of eliminations were 

03 (rule 3) 
1/12 (ru1" 2) 
01 (r,1l e I) 

D3 (rule 2) 
D2 (rule 2) 

01 (rule 2) 
DI (rule 3) 

The selected set F is {02, D4, 1/14} and is shown 
on Figure 2. 

We also applied the algorithm to a, set E of l'21 
elements [9] divided in 36 classes (26 letters 
and 10 numerals), and to a set of 60 elements, 
divided in 6 classes (6 colors of a cartographic 
image). 

6. CONCLUSION 

We think that the main interest of this method 
is its generality it can work on any set of 
samples in a metric space. 

The principle of the selection is rather logical, 
regarding the statement of the problem. We think 
that the elimination rules could be e- ,ha"ced, 
so that the selection becomes more and more 
"intelligent" (in the sense of Artificial In­
telligence) . 

We now investigate in that way. 
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DI D2 D3 D4 

'D' (letter) 

01 02 

'0' (letter) 

01 02 03 04 

'0' (numeral) 

FIGURE Example of test set E 

D4 02 04 

FIGURE 2 Selected subset F of Figure 1 
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