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Abstract 

This paper presents a new method for modeling flu­
ids and solids for the purposes of computer graphics and 
animation. The model, based on molecular and New­
tonian dynamics, describes the changes in geometry and 
movement of elemental volumes as a consequence of ther­
mal energy and external forces . At "hot" temperatures 
objects exhibit fluid-like behavior with rapidly varying 
geometry. At "cold" temperatures objects behave like 
solids, retaining a stable shape but capable of deforma­
tion given sufficient external forces. To accommodate the 
cont.inual changes in topology, we use particles to repre­
sent elemental volumes with potential energies defined 
between pairs of particles. The shape of the potential 
energy function is varied as a function of temperature. 
The objects simulated by these particle systems exhibit 
varying degrees of rigidity. We present a physically-based 
animation in a simulated world where a particle based 
object changes thermal states while interacting with ex­
ternal forces and obstacles. 

Keywords: modeling, animation, deformation, heat, 
temperature, particle systems, dynamics, 
simulation. 

1 Introduction 
Both fluids and deformable solids have been modeled 
separately for computer graphics. For solids, physically 
based modeling has been used to model a wide variety 
of properties [19, 20, 21]. Elastic and inelastic deforma­
tions including viscoelasticity, plasticity, and fracturing 
have been modeled using connected systems of springs, 
damping elements, and slip units. Water has been mod­
eled for a variety of special cases: As ocean waves using 
trigonometric functions [12 , 4]; as a shallow water height 
field [10]; and visually as a waterfall using thousands of 
non-interacting point masses [17]. 

A two-pronged approach has been described for mod­
eling deformable objects in both the solid and fluid states 
[21]. In the solid state an object is composed of hexahe­
dral assemblies of point masses, springs, and conductive 
heat elements. In the fluid state it is represented by a 
molecular dynamics model using point masses with long 

range attraction forces and short range repulsion forces. 
Going from the solid to the liquid model is simple, but 
it is unclear how one would regain the structure inherent 
in the solid model upon freezing the liquid. 

Another approach presents particle based models for 
fluids, powders, and gelatinous solids [11] . In the solid 
state particles interact with a limited range attractive 
force, a repulsive force, and drag. For powders and flu­
ids the particles interact with a short range repulsive 
force and a drag . According to molecular dynamic mod­
els physicists have shown that gases can be modeled us­
ing only repulsive forces, but for liquids both repulsive 
and attractive forces are needed unless there are external 
forces holding the material together [1]. 

We construct a single temperature dependent model 
using interacting particles based on molecular dynamics. 
Our particles interact according to pairwise potential en­
ergy functions which create short range repulsive forces 
and long range attractive forces. We have created a sim­
ple model which simulates both the liquid and solid states 
by varying the shape of the potential energy curve as a 
function of temperature. 

The remainder of the paper is organized as follows. In 
Section 2 we review the basic models of heat and matter 
from the molecular dynamicist 's view. In section 3 we 
discuss heat transfer at the macroscopic level. In Sec­
tion 4 we draw on ideas presented in Sections 2 and 3 
to design our t.emperature dependent model. Section 5 
discusses the addition of external forces. In Section 6 we 
describe our discrete time integration procedure. Sec­
tion 7 presents a simulation using the model. Section 8 
summarizes and discusses possible extensions. 

2 Molecular Dynamics 
At the microscopic level there are a variety of forces act­
ing on molecules. The attractive or binding components 
of intermolecular forces are valence and ionic or coulom­
bic bonds , metallic forces, van der Waals (electrostatic 
and dispersion) forces. Repulsive forces result between 
molecules when full shells of electrons are brought close 
together. The resulting sum of these forces has been 
shown to be repulsive for small separations and attrac­
tive at larger separations. 
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Figure 1: Lennard-Jones 12-6 potential energy as a func­
t.ion of seperat.ion. 

The concept of a pairwise intermolecular potential en­
ergy function has proven valuable in describing inter­
molecular forces quantitatively [1 , 3, 18 , 24). At short 
ranges a potential corresponding to the extremely strong 
repulsive force exists due to the Pauli exclusion prin­
ciple . Usually this potential energy fun ction is repre­
sented as an exponential expression rjJ R( r) ex r-", where 
r is the dist.ance between the two particles. The long 
range potential functions which correspond to at.t.ractive 
forces , can be treated together as a single expression , 
rjJA(r) ex r-6

. where A and B are constants. The sum 
of the two energi es gives a resultant energy between two 
molecules , 

B A 
rjJ(r) = - - -. (1) 

r" r6 

Lennard-Jones and Devonshire suggested the 12-6 energy 
function , where n = 12 (24). The angular dependence 
of interactions between molecules has been neglected by 
this formul a tion, thus it falls short of accurately modeling 
highly polarized molecules. 

Figure 1 shows the 12-6 pot.ential energy funct.ion as 
a function of distance . When t.wo molecules are in eq ui­
librium the potential energy between them is minimal. 
This distance is defined as the equilibrium separat.ion To . 

The energy required to separate two such molecules is the 
dissociCltion energy rjJ(ro) = (. To increase the distance r 
between two molecules by a !'mall amount. dr, the work 
that would have to be performed is /(r)dr which can be 
equated to a loss in potential energy, that is 

/(r)dr = -drjJ(r). (2) 

This is more commonly written as 

/(r) = _ d~~r). (3) 

It is usual to assume that t.h e pot.ential energy of the 
system is t.he sum of the potential energies over all pairs 
of molecules. Thus the inter-particle forces are the sum 
of all the pairwise forces . 

A generalization of the 12-6 function is the Lennard­
Jones bi-reciprocal function for n > m > 3, 

-{ ((ro )" (r )m) rjJ(r) = ~ m -; -11 r
O 

• (4) 
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Figure 2: Hexagonal packing. 

These functions have been used extensively in the 
literature for modeling spherical and quasi-spherical 
molecules, non polar molecules and weak polar molecules 
(18). 

Liquids are qualitatively diffe rent from crystalline 
solids and the difference is a matter of geometry [1). 
When external forces are insignificant, molecules arrange 
into closely packed structures to minimize their total en­
ergy. For spherically symmetrical potential energy func­
tions in 2-D, the molecules arrange into hexagonal order­
ings as shown in figure 2. In 3-D the molecules arrange 
into hexagonal ordered 2-D layers . Solids are highly or­
dered while liquids tend to random ordering and gases 
have no ordering. 

Heat in a system of molecules is the vibration or move­
ment of individual molecules. The extent to which the 
intermolecular potential energy constrains the movement 
of the molecules depends on the kinetic energy (heat) of 
the molecules. At low temperatures the mean potential 
energy is greater than the mean kinetic energy, and the 
material is ordered as a solid. At high temperatures the 
mean kin etic energy is much greater than the mean po­
tential energy and the material is in total disorder as a 
gas. In the liquid state the molecules are sufficiently close 
together for there to be local ordering, but the kinetic en­
ergy is large enough to prevent long-range ordering. 

When discussing the movements of large numbers of 
molecules it is important to differentiate between the av­
erage speed and the average velocity of the molecules. 
In the cartesian coordinate reference frame, velocity is a 
vector in 3-space and speed is the magnitude of the vec­
tor. Kinetic energy of a system is based on the average 
speed of th e molecules while rigid body motion is based 
on the average velocity of the molecules. Given a sta­
tionary object the average velocity of the molecules must 
be zero otherwise the object as a whole would be moving 
in the direction of the average velocity. 

3 Heat Transfer 
At the macroscopic level the heat t/J in a body A is given 
by integrating over the vol ume, 

t/J = J J 1 puBdxdydz (5) 

where p(x, y, z) is the mass density of the body, u(x, y, z) 
is the specific heat, and B(x, y, z) is the temperature. 
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The amount of heat leavi ng a body per unit. time is 
given by, 

J J i "V . (f{"VO) dxdydz (6) 

wh ere f{ is a 3x3 symmet ric matrix kn own as the therm al 
conducti vi ty matrix. 

Setting th e rate of decrea.~e of heat in t.he body eq ual 
to t.he amount. of heat leavin g th e body we arrive at the 
partial differential equat ion call ed the heat eq ua ti on, 

apaO = "V . (K"VO). 
at (7) 

For a homogenous and isotropi c material f{ = kI where I 
is the identity matrix the equation reduces to t.he fam iliar 
form, 

apaO = k"V 2 0 
at ' (8) 

wh ere "V 2 is the Laplacian . 

4 Discrete Model 
An obvious brut.e force approach t.o modeling solids a nd 
liquids for computer graphi cs wou ld be to foll ow the 
molec ular dynamicists and mod el each of t he i ndi vid ual 
molecules. G iven that an ounce of water contains over 
1025 molec ul es, it is also obvious t hat this approach is not 
computat.ionally feasible. Howeve r this does not prevent 
us from borrowing some ideas from molec ular dynamics. 

To accommodate co ntinual changes in t.opology, we 
have chosen t,o II se a system of int.e racti ng particles . Each 
particle of th e model represents a volume of matter; th at 
is , a very la rge number of molec ul es. The int.eract ions 
between th e particles are based on the presence of in­
term olecu la r forces and t hermal energy. The sum of the 
int.eracti ons model the object as a whole. 

To main tain t. he cohesive prope rt ies found in the solid 
and fluid s t at.es we defin e a potent.ial energy fun ction 
between pairs of particles: a funct.ion that. yields short 
range re pulsive fo rces and long range attract. ive forces. 
The attract ive forces are necessary to bind t he particles 
together fo r bot.h th e solid and liquid states . It may not 
appear necessary to have a t.tra.ct,ive forces for flu ids, but 
it is the at tract. ive forces t hat. produce surface tension 
[24]. The repulsive forces are necessary to kee p particles 
from occupying the same space. 

As our model heats up we do not increase t.he kin etic 
energy of the particles as does Gree nspan [7]. Instead, 
we model heat. and t he inter-mok c lll a r pot.ent.ial energies 
together by a cont inuous fami ly of in ter-part icle potential 
energy fun ct.ions r/>¥.( T) . Figure 3 shows three curves from 
a family of cu rves. "Cold" temperatures map to curves 
with low potential energy minimal (deeper energy well s) . 
While "hot" temperatures map to curves wit.h higher po­
tential energy minimal (shallow well s) . As th ermal en­
ergy is add ed to a system of particles or mol ecules, the 
total energy should increase accordin gly. In molec ular 
dynamics, the addition of th ermal energy increases the 
kinetic energy and the inter-molecular potent.ial energy 
fun ction is fixed. In thermal particles the int.er-particle 
pot.ential energy is increased and t.he kinet.i c energy is 
un changed. 

The velocit.y of a particle directly paralkls t he aver­
age velocity of the correspondin g volume of molecules. 
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Figure 3: Family of interpa rticle potential energy func­
tions. 

The average speed of a molecular volume is modeled by 
addition of heat energy to the corresponding particle as 
desc ribed a bove. This in c rea.~es t he total energy of the 
particle without directly changing the particle's velocity. 
The less shallow "well " in the energy curve will result 
in particles being able to move past other particles more 
easily in response to extern al forces. 

4.1 Inter-Particle Pote ntial FUnction 

We impose two condit.ions on our family of po t. ential en­
ergy functions. The di ssociation ene rgy of a pair of par­
ticles should be equal to so me cons tant inter-molecular 
potential energy, say - r/>m, plus a varying therm al energy 
'Iji. That is, 

(9) 

Second , to avoid sign ificant expansion or contraction of 
matter for different temperatures the eq nili brium sepa­
ration spacing T o should be constant across the family of 
potential energy functi ons, 

dr/>", (TO) - -f ( ) - 0 
- '" T o - . dT 

(10) 

We mod ify the Le nn a rd-Jon es bi-reciprocal function to 
create a famil y of inter-pa rticle potential energy curves 
r/>", for varying values of 'Iji, 

where (m is the constant inter- molec ular potential energy, 
and 'Iji is the th ermal energy. The corresponding fun ction 
for force is, 

(12) 

By setting T = T o and reducing it is easy to s how that 
these ba.~ i s functions satisfy our two conditions. 

The tot.al force Fi on particle i , due to the system 
of particles, is the sum of the individual interactions of 
particle i wi t.h each neigh boring particle j . 

Fi= Lh (Tij) 
jEJV; 

(13) 
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Figure 4: Finite difference grid for the Laplacian 

", . + ", . 
where 1/J = ~ is the average thermal energy of the 
two particles, and Ni is the set of particles neighboring 
particle i. We have limited the range to allow larger 
variations in local geometry than would otherwise occur. 
As the range of neighbors is increased the local geometry 
is smoothed . This provides another way for animators to 
vary the properties of their simulated materials . 

4.2 Discrete H eat Transfer 

From the general heat equation (7) we use a discrete ap­
proximation to solve for the heat and temperat.ure of each 
particle over time. 

The heat of a particle is related to the t.emperature as 
follows. We assume the specific heat Ui and temperature 
8i are constant over the interior of a given particle i. The 
mass mi for the particle is equal to integrat.ing the mass 
density Pi over the particle's volume. From equation (5) 
the heat 1/Ji in particle i simplifies to, 

(14) 

The change In heat of particle i over a t.ime interval 
t3.t, 

(15) 

approximates t.he left side of the heat equat.ion. 
To evaluat.e the 9· (K9) term in t.he hea t. equation we 

introduce a thermal conductivity kij between each pair 
of particles i and j . We compute the approximation on 
a pair-wise basis, 

(16) 

where Tij is the distance between i and j, and n is the 
number of neighbors. 

The approx.imation is based on the fillite difference 
met~od. To see this we look at the hexa.gona.l config­
uratIOn of particles shown in FigllTe 4. The Laplacian of 
the temperature at the center particle i = 0 is, 

9 2 80 
i (8\ + 82 + 83 + 8. + 8s + 86 ) - 80 

when approximated by finite differences (15) . 
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5 External Forces 
The model becomes more interesting when we place it 
in an environment with other objects. This requires a 
method to calculate the collisions of particles with ob­
stacles and for the particles to respond accordingly. 

We introduce obstacles into our environment and cre­
ate forces so that particles will not penetrate these ob­
jects. A repulsive force is defined between each particle 
and object surface similar to the repulsive force between 
particles. The repulsive force is limited to a short range 
so that particles are only repelled when they are very 
close to the surface. The force is based on inverse pow­
ers of the distance between the object and particle. As a 
particle and object collide the particle will slow down due 
to the repulsive force and gain potential energy relative 
to the obstacle. 

For an object k and particle i, separated by the dis­
tance dki we define a collision potential energy function 
to be 

(d .) _ { ir + j3dki + I 
ec k. - Ok. 

when dki ::; do 

otherwise. 

and the resulting force 

when dki ::; do 

otherwise. 

(17) 

(18) 

The distance do is the distance from the obstacle surface 
at which the particle gains potential energy relative to the 
obstacle. At this distance the particle starts to feel the 
repulsive collision force. By constraining ec (do) = 0 and 
Ic (do) = 0, the potential energy and force functions are 
continous for dki > O. For a constant value of'T/, the user 
need only specify the distance do > 0 and the scaling 
factor 0' > 0, and the remaining constants are uniquely 
determined. 

The obstacles can be non-particle based objects such 
as planes and spheres or the obstacles can be objects 
composed of thermal particles. Particles are defined to 
belong to different objects and only particles belonging 
to the same object interact according to the inter-particle 
potential energy function. Particles from differing objects 
interact using the collision function . For particle-particle 
collisions the distance measure is the distance between 
colliding particles. 

An alternate method of constraining particles outside 
of objects is to use reaction-constraint forces [21, 13). 
This approach is good for constraining particles outside 
of surface geometries. During a dynamic simulation we 
are not caJculat.ing the continuous surface geometry of a 
particle based object. The method we describe, closer in 
spirit to t.he penalty method (20), works for this case. 

We have added gravity, 

19; = gmi (19) 

where g is a gravitational constant and mi is the mass 
of particle i, to our simulated world so that we can drop 
objects on to tables and pour fluids into cups. 

The energy functions mentioned so far are conserva­
tive and hence result in perfectly elastic collisions. By 
introducing a damping force, 

Id; = -bVi (20) 
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where Vi is the velocity of particle i, we can create inelas­
tic collisions and can model physical phenomena such as 
air resistance. 

6 T ime Integration 
The movement of particle i in time is governed by New­
tons laws of motions: 

ai fi/mi 
dai 

(21) Vi = dt 
dVi 

Xi 
dt 

where fi is sum of all the forces on particle i, mi is the 
mass, ai is the acceleration, Vi is the velocity, and Xi is 
the position of particle i. 

Given the initial position Xi (to) and the initial velocity 
Vi (to) of particle i, for i = 1,2, ... , N we can simulate 
the Newtonian dynamics. At each time step tj+1 = tj + 
£:,.t we sum all of the forces acting on each particle i 
and integrate over the time interval. The forces include 
the inter-particle forces, collision, gravity, and damping 
forces . 

We use the modified midpoint method [14] t.o advance 
the current velocity and position over the time st.ep. The 
time interval £:,.t is divided into n equal subst.eps of size 
h = £:,.t/n. The explicit formulat.ion for our syst.em is 
given by 

Zo Vi(tj) 

Zl = Zo + hai(tj) 

Zq+l = Zq_1 + 2hai(tj + qh) 

for q = 1,2, ... n - 1 

Vi(tj + £:"t) 
1 

= 2[Zn + Zn_1 + hai(tj + £:"t)] 

for calculat.ing the new velocity and , 

Xi(tj) 

Yo + hVi(tj) 

Yq-l + 2hvi(tj + qh) 

for q = 1,2, ... n - 1 
1 
2[Yn + Yn-1 + hVi(tj + £:"t)] 

for calculating the new position. 

(22) 

(23) 

We must take care when evaluating the numerics to 
avoid instabilities due to large forces. A large force can 
occur if the distance between a pair of part.icles approachs 
zero. An simple way to avoid this problem is to add a 
small offset 8 to the distance Tij before the divisions in 
(12). The same approach can be applied to the collision 
force equation (18). 

7 Sim ulat ion 
Figure 5 and 6 shows two free standing structures. The 
bonds between the particles are strong enough so that 
the objects are solid at cold temperatures. In figure 5 
the material is flexible and bends under the influence of 
gravity, but does not break apart . In figure 6 we have 
increased the exponents of the potential energy function 
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creating a stiffer material. The particles composing the 
gables have mass mi = 1, specific heat u = 1, and a 
temperature of 0 0

• The gravitational constant is 9 = 1.5. 
The collision force constants are f3 = 25, do = 1, and 
'T/ = 4. The damping constant is b = 1.5. The equilibrium 
separation is To = 1.192, and minimum energy at To is 
for a temperature of 00 is ( = 200. The values of nand 
m are (4,2) and (8,6) for the figures 5 and 6 respectively. 
Each gable is composed of 69 particles. 

Figure 7 presents a selection of frames from an an­
imation. In the animation a rectangular shaped beam 
composed of particles is dropped from a height under the 
influence of gravity. The right side of the beam strikes the 
sphere while the left side continues towards the floor, ro­
tating and slightly flexing the beam . The object bounces 
back up int.o the air from the nearly elastic collision . The 
beam bounces a few more times and slides off of the 
sphere towards the camera. The beam is initially "cold" 
and the floor is "hot" . Heat is trasnsferred from the floor 
into the beam at the points of contact. The boundary 
particles gain heat and in turn transfer heat throughout 
the object . As the beam heats, it softens, until it exhibits 
fluid like properties. The parameters for the animation 
are 9 = 1, n = 8, m = 6, b = .18 with the remaining 
parameters the same as above. The beam consists of 192 
particles. 

We rendered each particle in the beam as a sphere and 
the gable as an iso-surface. For the iso-surface we assign 
each particle a field that is maximum at the particle's 
center and decreases as a function of distance. The iso­
surface is all points in space for which the sum of the 
fields equals a threshold constant . We have rendered the 
iso-surface using a direct ray-intersection technique [2]. 
Algorithms exist for approximating the iso-surface with 
polygonal patchs [25, 9]. The resulting polygons may be 
rendering using traditional techniques. A simple approx­
imation to the iso-surface is to render a sphere for each 
particle and shade the sphere according to the gradient 
of the summed fields at that point [11]. If the fields are 
defined as polynomials there exists an algorithm to find 
all of the intersections of the iso-surface with a ray in 
time linear in the number of particles [23]. 

8 D iscussion and Extensions 
We have developed a discrete model to simulate tem­
perature dependent deformable objects . The model is 
based on molecular dynamics and is computed according 
to classical Newtonian dynamics. The objects interact 
within a simulated environment responding to external 
forces such as gravity and collisions with other obstacles. 

A novel feat.ure of our work is that we have modeled 
both the solid and liquid states using a single unified 
model. The material properties continously change as a 
function of temperature. The model consists of particles 
with position, velocity, and thermal energy att ributes. 
Each particle models a volume of the given object and 
interacts with the other particles via a potential energy 
function that varies with the separation and the thermal 
energy of the particles. At temperature extremes the ob­
ject can act like a nearly rigid solid or a non-viscous liq­
uid. At temperatures in between the model exhibits vary­
ing degrees of deformability. Heat is transferred between 
particles and between particles and non-particle objects . 
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Figure 5: Flexible solid 

T his allows an object to gain or lose heat from the sur­
rounding environment and exhibit temperature gradients 
wi thin the object. 

T he computation time of this algorithm is O(N log N), 
where N is the number of particles. The computation of 
forces is O(N), since for each particle we evaluate the 
interaction with a limited range of neighboring particles. 
We are using a kd-tree to find the nearest neighbors of 
each particle [16] . This spatial subdivision al gorithm 
takes O( N log N) time. Thus these two steps result in 
t he O(N log N) nature. T he model fall s in the class of 
systems referred to as N-body systems. Approachs to 
solving the di scretized N-body problem have been inves­
t igated by Greenspan [8 , 7], Gou ld [5], G reengard[6], and 
Zhao [26]. 

It would be interesti ng to include fri ction and convert 
the energy lost to friction into thermal energy. Thus 
an object sliding over a rough surface would heat up. 
We cou ld simulate inelastic materials with t he addition 
of damping elements, as described by Terzopolllos and 
Fleisch er [1 9], between neigh boring particles . Another 
idea is to use a distance measure other than ElIclidean 
dist.ance for the potential energy function . This might 
lea.d to objects that shear or bend easier alon g a, given 
direction, similar to many objects in the real world . 
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