
- 37 -

OBJECT REPRESENTATION AND SPATIAL KNOWLEDGE: 
AN INSIGHT INTO THE PROBLEM OF MEN-ROBOTS COMMUNICATION 

G. Adorni, A. Roccalatte, and M. Di Manzo 

Instituto di elettrotecnica 
Universita di Genova, Italy 

ABSTRACT 

In this paper we are concerned with the 
problem of a "natural" communication between a 
human operator and a robot operating in a phy
sical world, like a room. 

At first we investigate a formalism for 
describing objects and spatial relations 
between objects. This formalism must provide 
not only a suitahle basis for representing 
spatial knowledge and making spatial inferen
ces, but also a practical interface with the 
procedures of visual analysis, even if the goal 
of this paper is ,the description of scenes by 
means of natural languages more than the recog
nition of objects. Then we analyze the trans
lation into this formalism of words and ~imple 
sentences that implies perceptions of the world 
and physical movements. 

Thus, for instance, the problem of a pro
per representation of actions like looking at 
something or moving an arm or grasping an 
object is investigated. 

Finally we give an insight into the prob
lem of inferences; a classification is given 
and some particular cases are briefly dis
cussed. 

All these problems are discussed with 
reference to a real world, trying to avoid 
solutions that could perform only a restricted 
block of world. 

Cette communication porte sur le probleme 
des communications "naturelles" entre un opera
teur humain et un robot fonctionnant dans un 
cadre physique, a l'interieur d'une piece par 
exemple. 

Nous recherchons d'ahord sous quelle forme 
decrire les objets et les relations spatiales 
entre les objets. Ce formalisme doit non seule
ment servir de base a la representation de la 
connaissance spatiale et aux references spa
tiales, mais servir aussi d'interface fonctlon
nelle avec les procedures d'analyse visuelle 
bien que notre objectif soit beaucoup plus la 
description d'images au moyen de langages natu
rels que la reconnaissance des objets. Nous 
analysons ensuite la transposition, selon ce 
formalisme, de mots et de simples phrases qui 
decrivent des perceptions du monde et des 
mouvements physiques. 

Cette methode permet d'etudier, par exem
pIe, le probleme de la representation adequate 
des actions, comme le fait de regarder quelque 
chose, de bouger un bras ou de saisir un objet. 

Enfin, nous abordons le probleme des infe
rences; nous fournissons une classification et 
presentons une courte etude de quelques cas. 

Nous etudions tous ces problemes en fonc
tion de la realite de maniere a eviter les 
solutions qui seraient applicables uniquement 
dans un contexte restreint. 
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INTRODUCTION 

A rohot which must operate in the physical. 
world to perform some task must integrate'per
ception with knowledge and moving and manipula
ting capabilities. In the field of perception 
only vision has been seriously approached up to 
now and most of works on computer vision are 
oriented to the identification of an object in 
R scene more than to investigating relations 
among vision, language and understanding. HoW" 
ever, as Waltz points out o.~, we think that 
the problem of scene understanding is mainly a 
problem of scene generation. If a robot is 
able to build a "mental image" of a scene, 
starting from its description by words, and to 
verify its appropriateness, the recognition of 
objects can be performed by comparing his men
tal image to the scene model produced by a vi
sion system; the recognition process can be 
much more goal oriented, because ,the robot will 
pay attention only to those features which are 
significant with respect to its actual task. 
So, if for instance a man issues the order 
GRASP THE PENCIL ON THE TABLE, the robot will 
look only the objects which cort espond to its 
representation of a table and a pencil. 

In this paper we face the problem ci~sionfrom 
a knowledge viewpoint. Discussing the features 
of a model oriented to the representation of 
objects and spatial. relation betweenobjects (~ 
3,9, 12..l.l)wo ~11 introduce the model for object 
description through a series of examples which 
show that all the details of this model prope~ 
lyexpress some spatial relation. Then we will 
give few examples on how spatial relations can 
re formalized, and at least we will conclude 
with a short discussion of the problem of infe
rence (6,7,10). 

THE CHOICE OF PRIMITIVES 

Our representation of knowledge is based on the 
choice of a suitable set of primitive concepts. 
This choice is quite arbitrary because up to 
now we have not a proper methodology to evalu
ate the effectiveness of a conceptual model (ID. 
A qualitative criterion can be based on the ca
pability of supporting a set of inference ru
les. We could define, fer instance, a primiti
ve ABOVE to describe a scene in which theehand 
eLtvz. .u, ABOVE the table, and knowing the table: 
.u, ABOVE the eMpe.t, we could use an inference 
rule to deduce that the ehandeti~ .u, ABOVE 
the. eaJ1pe.t. However, if we define another 
primitive, say BEHIND, we should likely use a 
different rule to infer that Geollge .u, BEHIND 
John from Geollge .u, BEHIND Pa.ul and Paul -iA BE
HIND John, because the meaning of BEHIND is 
more ambiguous than the meaning of ABOVE, as 

we will see in the following, and also the 
orientation of the object must be considered 
in this case. A large set of inference rules 
is difficult and expensive to handle and thel-e
fore a conceptual model is as better as smaller 
is the required number of rules. From a comp~ 
tational point of view a very natural way of 
describing the position of an object is to use 
a system of coordinate axes. If we are able 
to transform all the linguistic relations, 1 ike 

. a.bove, wldvz., beruttd, ,{Ju,.i.de. :1nd so on, into 
quantitative geometrical relations among the 
coordinates of some points of the involved 
objects, a number of inferences can be made by 
means of few, simple and very general rules 
which can be directly derived from the analytr 
cal geometry. Hence the goal of describing ob
jects and spatial relations by means of a 
single, non-redundant n-tuple of coordinate 
axes is very appealing. Unfortunately it seems 
to be quite far from the psychology of langua
ge. In fact, in: most cases the positio~ of' an 
object is defined relatively. to the position 
of another one, and the reference object can 
change within the same sentence as fo r i n
stance in the. eM .u, pMlc.ed Ott the tUght .6-<-de 
~ the buJ..ld-<-ng wrueh .u, behind the Malion. 
Moreover, the relation ben::<:rnrCan be easily 
described by means of a set of cartesian coor
dinates, but for the concept of twm tUgl-d a 
polar system of coordinates is more suitable. 
If these properties of language are not taken 
into account, the translation of some relations 
becomes very cumbersome. A second and even 
more difficult problem is the description of 
the structure of objects, both from a static 
and a dynamic point of view. The knowledge of 
object structure is often intimately related 
to our capability of understanding the mean
ing of a spatial relationship; for instance, 
the meaning of the sentence the. eat -<-6 u.ndvz. 
the eM, is clear, even if it can depend on 
the state of the car, moving or parked; on the 
contrary, the sentence the eat -<..6 undVl. the 
tOOl£. is not clear, unless the wall is a crash
ed one or it has a particular shape. 

In the following, we will consider some exam
ples of increasing complexity, in order to in
troduce step by step, all the features of our 
model of spatial knowledge. 

FROM SIMPLE TO COHPLEX RFlLATIONS 

We start with the anaysis of some simple re
lations, where "simple" stands ror "requiring 
only a simple description of Objects". Two 
simple relations belonging to this subset are, 
in some cases, neM to and OM 6~om. The mean
ing of the sentence the hOMe .u, ne.aJt to the. 
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-6,tat.lOYl can be formal ized saying that" if X is 
the distance between a point P of the house and 
a point Q of the station, then X is less than 
a target distance L" (1). The distance X can lE 
evaluated referring to any arbitrary system of 
coordinates, and the amount of knowledge requi
red to give a default value to L is very small, 
because only a rough evaluation of the typical 
dimensions of a house and a station is necessa
ry. Hence, objects can be described simply as 
blocks. 

Another sample case is the relation Qbove. The 
concept of "verticality" is much more absolute 
than all other spatial concepts, because it is 
related to our sense of pound. Therefore the 
concept of ABOVE can be always referred to as 
an absolute vertical axis Z, and a sentence 
like -the cilQndeLieJl .u., Qbove -the ~bie means 
that "at least a point P 6. chandelier and a 
point Q e table exist such that X (P) = X (Q), 
Y (P) = Y (Q) and Z (P) > Z (Q)" where X (P) 
represents the value of the coordinate X of P 
with respect to a cartesian triple. This for
mulation is independent from 'the choice of the 
system of coordinates and the structure of ob
jects, and so we could describe the scene by 
means of an unique cartesian triple, with the 
~~ axis indicating the vertical direction. 

More knowledge about the structure of objects 
is required by relations like behind. If we 
say that the mQn .u., behind the coiumn, this 
clearly means that the column is between the 
man and an observer who is looking at the man; 
but if we say that the mQn .u., behind the ~, 
the position of the man could be related to the 
car, instead of the observer, because the car 
has its own front and back. Expressions like 
the previous one introduce the need of inserting 
into the description of an object the presence 
of some privileged part or direction (5). This 
need can be satisfied by associating to each 
object a particular cartesian triple, whose X 
axis indicates the privileged direction of the 
object, if any, from the back to the front. 
This kind of relations can be translated refer
ring always to the system of coordinates owned 
by a particular object; a further translation 
using an unique absolute system of coordinates 
can be made only at the inference level. 

Let now consider a sentence like the pen .u., 
ne~ -the edge 06 the tQbie. In this sentence 
some structural knowledge about the table is 
necessary: for instance, we must know that the 
top of the table is typically a part of a plane 
limit by a curve. Hence, a more detailed de
scription is needed. At this level objects can 
be deScribed by means of generalized cones 
which are solid objects generated by a plane 

section which moves along an arbitrary curve 
representing the axis of the cone(2,4). The 
section is always perpendicular to the axis, 
and its shape is fixed, even if its dimension 
can vary. The cone is limited by the inter
section with two boundary surfaces. The gene
rating section is described by a function p(8) 
which gives the distance of the section bounda
ry from the center for each value of the angle 
6. Now the table can be described by a cone 
with a vertical axis having the top delimited 
by a horizontal plane; so the previous sentence 
means that "if P is a point of physical contact 
between the pen and the table, then the distance 
between P and the axis of the cone on the upper 
cone surface is less than but near to p(8),p(8) 
being the description of the upper section 
boundary" . 

The structure of an object can be further de
tailed by means of a number of connected con~~, 
but before doing it let us discuss one more kind 
of relations. Let us consider, for instance,the 
sentence the how., e -W tlvtee mliu a6teJl the 
bJL.i.dge aiong the !tOad to CaYLteJlbuJtU. Here the 
absolute position of the house relatively to a 
given system of coordinates can be known only 
if the trajectory of the road is known; if it 
is not, we can only state the curvilinear co
ordinate of the house along an unknown curve. 
Therefore, we must introduce the problem of the 
identification and description of trajectories. 
A perfectly known trajectory can be described 
by a set of param£tric equations or some thins 
eqmivalent. However, sometime such a deep de
tail is not possible or not useful; in thiSffise 
the trajectory can be approximated by stnt~ng 
the origin, destination and eventually a number 
of intermediate points. This partial descrip
tion isvery conwon in human knowledge; for in
stance, we know that along the railway from 
Genoa to Rome, there are towns like Pisa and 
Leghorn, and that, coming from Genoa, we find 
Pisa before Leghorn, and it takes about two 
hours to go from Genoa to Pisa and so on, but 
very few people know exactly the trajectory of 
the reailway from Genoa to Rome. 

OBJECT DESCRIPTION 

We can now sunwarize all the features of them~ 
del we used to describe objects and relation
ships among objects. We said that an object is 
defined by one or more connected cones (8). 
Before discussing of connections, let us give 
a further inSight into the problem of co~e de
finition. 

A cone is a simple, monolithic object defined 
by the quadruple <T,C, ®, S>, where T is a 
cartesian triple, C is a parametric description 
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of the cone axes relatively to T, H is the 
law which gives the orientation, relatively to 
T, of all the cartesian triples local to each 
point of the axes, and 5 is the description of 
he boundllrips of e:wh section (fig. 1). 

The purpose of the local triples, one for each 
point of the cone axis, is to define the align
ment of sections; in fact, sections are de
scribed by a function 5 (6, k), where k is a 
curvilinear coordinate, and 6 is an angle on the 
plane of section; the point in which 6 is equal 
to zero is fixed relatively to the local triple. 
This kind of description is quite general; the 
only limitation is given by the "regularity" 
of 5, which imposes the invariance of the form 
of the generating section and its convexity. 
However, th~ limitation, which avoids very 
cumbersome description, can be overcome, when 
it is really needed, using cone connections; 
for instance, a local anomaly, like a hole, 
can be described connecting to an emrty cone. 
In many cases we think that only a subset of 
the features of this definition of a general
ised cone are truly necessary; for instance, 
we expect that a large number of objects can 
be easily described by means of cones with a 
straight axis along the Z axis of the triple 
T. However, to describe a river or a road it 
is useful to define a cone having an axis which 
is a curve lying on the horizontai plane. 

Cones may be connected by means of rigid con
nections or points. A rigid connection betW2en 
a cone A and a cone B is seen as a physical' 
contact between a terminal point Q of the axis 
of A with an arbitrary point P of the surface 
of B. The orientation of the connection is 
defined giving the angles between the axis of 
A,in the point P, and the local cartesian 
triple of the section of B which contains the 
point P (fig. 2). 

local section of B 

FIG.2 

The definition of a joint is more complicated, 
because it must avoid the movement to be con-
strained by physical contacts between the sur
faces of objects due only to the approximation 
of the model. Let consider, for instance, a 
snake shaped as a number of jointed cones, as 
in fig. 3. 

FIG.3 
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local section of B 

FIG.2 

The definition of a joint is more complicated, 
because it must avoid the movement to be con-
strained by physical contacts between the sur
faces of objects due only to the approximation 
of the model. Let consider, for instance, a 
snake shaped as a number of jointed cones, as 
in fig. 3. 

FIG.3 
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If we joint the head with the first segment of 
the body by superimposing points A and B, every 
rotation of the head relatively to the body 
leads to an unnatl.i'ral. interpenetration of two 
pieces of the snake. A possible solution is 
that of adding a triangular termination to 
cones which must be jointed,as shown in fig.4. 

FIG.4 

Now rotation is limited only by the sharpness 
of the two involved terminations. However, 
this solution is not completely satisfactory 
because it requires an explicit definition of 
cone terminations and leads "holes" to the sur
face. An improved solution consists of using 
a specific jointing element, that can be seen 
as a cone generated by a constant plane section 
flowing along an axis consisting of two jointed 
segments. A two dimensional case is shown in 
fig. 5. 
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FIG.5 

The angle between the two segments in the point 
of junction is bi-sectioned by a plane a; the 
surface of the joint is built as a connection 
of two cones, the left half-joint and the 
right half-joint, each consisting of a normal 
cone terminated by a plane Cl. The shape of the 
section is arbitrary, so we can have jointing 
elements like that shown in fig. 6, which is 
useful to model the human elbow. 

(a) 

FIG.6 
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( b ) 

A jointing element is completely defined by 
its length and its section. Tortional·move
ments can be allowed, but in this case the 
section shape must be carefully designed if we 
want to avoid boundary discontinuities on plane 
a.. Articulation constraints result from the 
physical contact of the two cones connected to 
the joint; further, constrints can be explici
tly stated. A second kind of joint is a con
nection like that existing between a desk and 
a drawer; in this case the point of physical 
contact can flow on the surface of an object. 

MORE ABOUT RELATIONS 

Owinc to lack of space an exhaustive analysis 
df the conceptualization of spatial relations 
it is not possible, we will then limit our
selves to few examples. A more complete de' 
scription can be found in (1). 

At first, let us consider a simple relation 
like A ~ behind B. If B has not its own front 
and back, we said that the meaning of the sen
tence is A ~ be:twee.n B a.nd a.n ob-6e)we)1. who ~ 
looking at B. This interpretation can be forma
lized as follows: "if e (P) = e (Q), P being 
a point of A and Q a point of B, relatively to 
a system of coordinates associated to the ob
server, then p (P»p (Q)". The meanings of e 
and p are visualized in fig. 7. 

If B has its own front and back the concept of 
belun.d can be referred to as the' back of 1\_ 
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In this case (fig. 8), it is easier to use a 
description in terms of the ccordinates X and Y 
of the' cartes ian t rip le associated to B. 'Ihen 
A .u., behind B means: "there exist at least one 
point P ~ A and one point Q -Eo B such that 
Y (P) = Y (Q) and X (P) < X (Q}". 

Note that the concept of behind is strictly re
lated to the concept of "horizontality". If 
we associate the cartesian triple of a man to 
the cone which describes his trunk, we can eas
ily say what means to be behind a standing man, 
but if the man is lying on his back, we will 
probably refer to the same relative position 
as undelli :the. 6loOll .u., undell :the man, in this 
case, and not behin~ . -----

The second example is a dynamic one, like :tunn
ing ~gh:t. The act of TURNING is a physical 
movement, which can be expressed by a primitive 
like PTRANS (ll). We fill the "directive case" 
of PTRANS by a trajectory, as it 'has been pre
viously defined. In this particular case the 
trajectory is simply described by an origin 
point S and a destination point D; each point 
has an associated cartesian triple, T (S) and 
T (D) respectively. TURNING is described assu
ming that the planar angle between T (S) and 
T (D) is about 90°. 

The third example is the relation in.4ide. If 
we say that A .u., in B, we must suppose at fir~ 
that the sections of B have an internal and an 
e~ternal boundary; in many cases this kind of 
objects can be described by two coaxial cone, 
a full external cone and an empty internal one 
( look, for instance at a house, a box, a bot
tle etc.). Then A .u., in B can be formalized 
as follow: " if P is a point of A lying on, the 
plane of a section of B, then the distance be
tween P and the axis of B in that plane must 
be less than the internal boundary of the sec
tion of B for the same angle". In fig. 9 the 
case of a boolz in a dJulwell is shown. 

, , 
' .. if 
~,. , 

, , 

... ------. y y 

FIG.7 

B 

I J 
B 

I 
I 
I o 
FIG.8 

y 

A GLANCE TO THE PROBLEM OF INFERENCE 

When we imagine a scene described by words,we 
add a number of details which are not explici
tly stated, but only "reasonable". For in
stance, to build a scene from the sentence 
:the man .6il-Ung 0 n :the. c.h.a»t gJtaJ.> pe.d :the pen 
ne~ :the boo~ on ,the de.6~, we must ask two 
questions like" ,.hat is the true meaning of 
on?", "what are the structures of a man, a 
chair, a book, a desk and a pen, and their 
reasonable dimensions?"; "what is a reasonable 
value of the distance involved by the relation
ship neaJt?"; "what is the position o"f the man 
relatively to the desk (he must be able to 
grasp the pen without leaving the chair)?"; 
"and the articulation of his body?"; "what are 
his movements while grasping the pen?". Some
times these questions can be asked using only 
spatial knowledge,even if usually we use also 
a lot of general knowledge; for example, if the 
man owns the desk, we 'will imagine him to be 
behind the desk, otherwise he will be likely 
in front of it. This use of general knowledge 
is beyond the scope of this paper; in the fol
lowing we will only briefly discuss some of the 
inferences wich are more usual in the process 
of building a scene ,with the aim of introduc
ing problems more than suggesting solutions. 

FIG.9 
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,At first, we try a rough, classification of in
ferences, which is p'robably far from being 
exhaustive. We can have: 

1. Position inferences, to specify the true 
spatial meaning of ambiguous relations 
1 ike aY!. 

2. Quantification inferences, to give quanti
tative values to coordinates which are 
known only through relations like g~eateA 
than or .(e,6-6 than. 

3. Location inferences, to deduce what a rela
tion exists between two objects, starting 
from known relations between these objects 
and other ones. 

4. Trajectory inferences, ,to deduce the tra
jectory of a moving object from knowledge 
about its origin and/or destination, or 
vice versa. 

5. Structure inferences, to deduce structural 
characteristics of an object (shape or ar. 
ticulation) from known relations between 
this'~bject and other objects. 

In the following subsection these types of 
inference are separately analyzed. 

Position inference. Some relations, as expres~ 
ed. by the language, are very ambiguous. A ty'" 
pical example is on. Usually A i-6 on B means 
that a supporting force is applied by B to A, 
and therefore there is a typical contact be
tween the two objects. What it really means, 
from a position viewpoint,'depends on the in
volved objects. If A is much smaller than B, 
it can be anywhere on the surface of B (look 
for instance at the sentences the p~ct~e on 
the wall and the 6ly on the gla6-6); otherwise 
on usually means above, as in the sentence 
the boo~ on the gia-6-6. The correct interpre
tation depends also on other physical charac
tpristics of objects, like their capability 
of sticking to vertical surfaces; for instance 
we will not give the same meaning to the sen
tences the 6.(tj on the W-i.ndow and the eat on 
the window. Therefore a' ,standard itlference 
for A on B can be: 

a. be~olte. (or behlndl, if B has a vertical 
surface which is large with respect to A, 
and A can be supported by B; special cases 
like the 6lag on the -6ta66 can be handled 
considering usual positions of objects; 

b. und~, if B is the :lower horizontal sur
face of an object, as, for instance, the 
ceiling of a room, an A can be supported 
by B in such a reverse position (a 6ly on 
:the ee<..Ung) ; 

c. above, otherwise. 

Q~antification inference. The conceptualization 
of spatial relations usually leads to inequali
ties between coordinates. hut does not give 
quantitative values. There values can be in
ferred using knowledge abo~t the ty~ical shape 
and dimensions of objects. If objects are com
parable, their dimensions can give the order 
of magnitude of distances; for instance, when 
we say the building behlndthe c.huc.h we expect 
the distance between the building and the 
church to be of the order of tens of metres, 
while, in the sentence the gla6-6 behind the 
bottle, the expected distance is of the order 
of tens of centimetres. If an object is much 
larger than the other one we take the bigger 
one as reference (the pen i-6 on the 6loolt 
behlnd the table). Some relations, however, 
allow to 'assume the smaller obj ect as a refer
ence; for instance, the distance involved in 
the sentence the 6ly i-6 neaJt the edge 06 the 
table is expected to be of the same order of 
dimensions of the fly or, alternatively, at 
least one order of magnitude lower than the 
dimensions of the table. This usually true 
whenever a position is described relatively to 
the boundary of an object. If a dimension of 
an object is much larger than the ot!ler ones, 
usually this is discarted; when we say the 
hou&e i-6 n~ the !tA..v~, we consider the width 
of the river, and not its length. 

In the case of movings, distances can be evalu
ated also with reference to the total length 
of the trajectory or time; for instance, the 
proximity to destination can be evaluated in a 
very different way according to w11f'ther the 
traveller is flying or walking. 

Location inf~rence. III geometrical primitives 
used to conceptualize spatial relations' allow 
to deduce new relations from a set of known 
ones simply by cathematical operations like 
coordinates evaluation, changes of' systems of 
coordinates and so on. However, there is a 
number of situations which require specific 
inferences. ' 

1. Reference identification. Sometimes the 
reference is not explicitly stated; in the 
sentence II man on the eO~l'leA06 the -6qualte 
.6ee the hOlMe on the !tA..ght 06 the c./uUleh. 
we can assume as a reference the man or the 
church, and obviously the resulting posi
tion of the house is not the same in both 
cases. 

2. Direction identification. If we say that 
the hou&e i-6 be601le the eh~eh that i-6 be
hlnd the Town Ha-tl. it is not possible, 
to identify the position of the 
house without making assumptions about the 
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ori~ntation of thp church. 

J. Constraints identification. If we say the 
coin .(..6 undeJt the waltd!Lobe, we implicitly 
say ,Ilso that the coin .(..6 on the 6tooJt, be
cause usually a wardrobe is supported by tlie 
floor of the room. Implicit relations of 
this kind must be identified because the" 
• •• J 

Impose constralnts, for Instance, on the 
evaluation of distances. 

Trajectory inference. Movements are made 
along trajectori~s, and sometimes we are in
teres tee in knowing fact about these trajecto
ries. Depending on the characteristics of the 
moving object, trajectory can be variously 
constrained, and sometimes there is only a 
very little number of available paths. Innhis 
case the chosen trajectory can be identified 
by means of some knowledge about one or more 
intermediate crossed points. If constraints 
are not so strong, the trajectory can be chosen 
as the shortest path which is consistent with 
the moving capabilities of the object. For 
instance, a man moving in a room from the mor 
to the window will probably walk around a 
table, while a cat will jump on it. Deductions 
about origin and destination are a particular 
case of trajectory inference. When moving 
along heavily constrained paths, we can assume 
that the origin and destination are known 
points of the path itself, chosen using infor
mations as for instance the elapsed time or ~e 
forseen arrival time or some more general 
knowledge about the goals of motion. If" the 
movement is loosely constrained, some limited 
deductions can be made by extrapolation of the 
actual direction; this kind of inference is 
useful to forsee the future position of an 
object in order, for instance, to avoid moving 
obstacles. 

Structure inference. If we say that the cat i6 
undeJt the waltd/Lobe, we implicitly assert that 
there is enough place for a cat between the 
floor and the bottom of the wardrobe. If the 
system knows that there are two possible struc
tures for the wardrobe, namely with legs or 
without, it can infer that in this case the 
wardrobe must have legs. This kind of infe
rence is used to choose among alternating 
descriptions of an object; for instance, the 
sentence the man i..6 tooking 60Jt a pen in the 
d!LaweJt, allows us to infer something about the 
position of the drawer with respect to the 
rest of the desk. A very complex strategy of 
inference is used to deduce facts about arti
culated objects, like human body. Truly, a 
good representation of a walking man would 
require a simulator of human movements which 
takes into account a lot of physical con-

straints, as for instance equilibrium problems. 
I~ many cases~ however, a satisfactory descrip
tlon.of the scene can be achieved simply by 
storing knowledge about few canonical position~ 
like standing, sitting, lying a~d so on. 

CONCLUSlUNS 

The problem of scene description in natural 
language has been only sketched in this paper. 
Even if more detailed analysis of some parti
cular aspects can be found in the literature 
vision is yet a substantially open problem. ' 
A lot of work is necessary to answer to a num
ber of basic questions, as, for instance, how 
to represent abjects with variable shape like 
a sheet, how to implement and use properly the 
human capability of finding similarities bet
ween shapes, how to use knowledge about the 
expected goals of an object (of a proper type, 
of course) to infer its future movements how 
to link scene generation with scen"e anal;sis 
and so on. This problem has been neglected 
for a long time, but now it is receiving more 
and more attention, and there is an increasing 
nu~ber of research groups currently working on 
thIS or on related topics. This interest is 
justified only by the impact that an integra~d 
vision-manipulation system can have on the ap
plications of robotics, but also by awareness 
that language is intimately related to the pe~ 
ception of the physical world, and there is a 
large number of linguistic problems that can 
not be solved if this perception capability is 
not achieved. 
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ori~ntation of thp church. 

J. Constraints identification. If we say the 
coin .(..6 undeJt the waltd!Lobe, we implicitly 
say ,Ilso that the coin .(..6 on the 6tooJt, be
cause usually a wardrobe is supported by tlie 
floor of the room. Implicit relations of 
this kind must be identified because the" 
• •• J 

Impose constralnts, for Instance, on the 
evaluation of distances. 

Trajectory inference. Movements are made 
along trajectori~s, and sometimes we are in
teres tee in knowing fact about these trajecto
ries. Depending on the characteristics of the 
moving object, trajectory can be variously 
constrained, and sometimes there is only a 
very little number of available paths. Innhis 
case the chosen trajectory can be identified 
by means of some knowledge about one or more 
intermediate crossed points. If constraints 
are not so strong, the trajectory can be chosen 
as the shortest path which is consistent with 
the moving capabilities of the object. For 
instance, a man moving in a room from the mor 
to the window will probably walk around a 
table, while a cat will jump on it. Deductions 
about origin and destination are a particular 
case of trajectory inference. When moving 
along heavily constrained paths, we can assume 
that the origin and destination are known 
points of the path itself, chosen using infor
mations as for instance the elapsed time or ~e 
forseen arrival time or some more general 
knowledge about the goals of motion. If" the 
movement is loosely constrained, some limited 
deductions can be made by extrapolation of the 
actual direction; this kind of inference is 
useful to forsee the future position of an 
object in order, for instance, to avoid moving 
obstacles. 

Structure inference. If we say that the cat i6 
undeJt the waltd/Lobe, we implicitly assert that 
there is enough place for a cat between the 
floor and the bottom of the wardrobe. If the 
system knows that there are two possible struc
tures for the wardrobe, namely with legs or 
without, it can infer that in this case the 
wardrobe must have legs. This kind of infe
rence is used to choose among alternating 
descriptions of an object; for instance, the 
sentence the man i..6 tooking 60Jt a pen in the 
d!LaweJt, allows us to infer something about the 
position of the drawer with respect to the 
rest of the desk. A very complex strategy of 
inference is used to deduce facts about arti
culated objects, like human body. Truly, a 
good representation of a walking man would 
require a simulator of human movements which 
takes into account a lot of physical con-

straints, as for instance equilibrium problems. 
I~ many cases~ however, a satisfactory descrip
tlon.of the scene can be achieved simply by 
storing knowledge about few canonical position~ 
like standing, sitting, lying a~d so on. 

CONCLUSlUNS 

The problem of scene description in natural 
language has been only sketched in this paper. 
Even if more detailed analysis of some parti
cular aspects can be found in the literature 
vision is yet a substantially open problem. ' 
A lot of work is necessary to answer to a num
ber of basic questions, as, for instance, how 
to represent abjects with variable shape like 
a sheet, how to implement and use properly the 
human capability of finding similarities bet
ween shapes, how to use knowledge about the 
expected goals of an object (of a proper type, 
of course) to infer its future movements how 
to link scene generation with scen"e anal;sis 
and so on. This problem has been neglected 
for a long time, but now it is receiving more 
and more attention, and there is an increasing 
nu~ber of research groups currently working on 
thIS or on related topics. This interest is 
justified only by the impact that an integra~d 
vision-manipulation system can have on the ap
plications of robotics, but also by awareness 
that language is intimately related to the pe~ 
ception of the physical world, and there is a 
large number of linguistic problems that can 
not be solved if this perception capability is 
not achieved. 
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