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ABSTRACT 

In this paper the authors propose a completely 
automatic speake r independent system to recog
nize a ll six stop consonants in continuous 
speech. Thi s system makes use of three differ
e nt distinctive features including formant trans
itions, silent interval and voice onset time. 
One hundred and twenty sentences from six English 
speakers were selected and tested by the system. 
The results confirm that no single feature can 
account for th0 distinction of voiced and un
voiced stop consonants. A comparison of the re
s ult s of three diffe rent distinctive features 
has been made . 

INTRODUCTION 

In the past fifteen years, extensive study on 
phoneme recognition has been done by a number of 
researchers [1]-[27]. Typical phonemes that 
they have studied are English stop consonants 
lp, t, k, b , d, g/. The reason is that stop con
sonants occur very often in the Englis h language 
[27]. At present, many models using acoustic 
features such as transitional cues, duration, 
silence and voicing, have been developed to re
cognize stops . But most of them require human 
assistance, and are only limited to isolated 
words. In this research, the authors propose 
an automa t ic speake r-independent sys tem using 
three distinctive acousti c features to recognize 
English stops in running speech without human 
intervention: viz ., Formant Transitions (F. T.), 
Silent Interval (S.I.), Voice-Onset-Time (V.O.T~ 

Table 1 summarizes the results on the recognition 
of stop consonants and related experiments ob
tained by other researchers. Partial result of 
the present research is also included. 

CSRS SCHEME 

Figure 1 shows a diagram of the proposed contin
uous speech recognition system (CSRS). The func
tion of this system is to detect and extract 
features from the input speech signals, and to 
use these features to recognize and classify the 
signals into different phoneme classes. The 
system is divided into four stages - digitiza
tion, preprocessing, feature extrac t ion and 

classi fica tion. All signals must pass through 
these four stages before they can be identified . 

The whole system, with the excep tion of the digi
tization system which is implemented in the INTEL 
BOBS micro computer, is programmed in the Fortran 
IV computer language and processed by a CDC 
Cyber-172 computer. 

DATABASE 

Data collected for this study include 160 un
stressed and 160 stressed sentences uttered by 
eight untrained paid native speake rs of English, 
four males and four females. They belong to the 
age group of twenty to forty. The recordings of 
sentences were made in two sessions in a 12 ft 
x 15 ft x 10 ft sound-proof room on two l200-ft 
Scotch tapes at the speed of 7 ~ ips o The re
cording system setup consists of one Sennheiser 
MD 42lU dynamic cardiod microphone, one Tascam 
Model 10 mixe r and one Ampex AG 440B tape 
recorder. 

?'p'eech Digitization 

After the speech samples have been recorded, 
they are sent t o the speech digitization system 
which consists of one Sony 2-track mono tape 
recorder, one band-pass filter, one B-bit 
(256 levels) Analog/Digital (A/D) converter, one 
INTEL BOBS micro computer and one CDC Cyber-172 
computer. The analog signal is converted into 
256 digital levels at a sampling rate of 10 kHz 
to provide enough information for subsequent 
processing (Markel [2]). Once the speech signal 
has been digitized, it is transferred to the CDC 
Cyber-172 computer for storage and further trea~ 
ment. All digitized signals are stored on two 
2400-ft 1600 BPI magnetic t apes. 

DATA PREPROCESSI NG 

In this system, the preprocessing stage contains 
two phases, speech spectrum and formant extrac
tion. Speech waveform is converted from the time 
domain into the f requency-domain using Discrete 
Fast Fourier Transform (DEFT) . It identifies the 
frequency components at each l2.B ms segment of 
the wavefo rm. An automatic formant extraction 
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Features Decision 
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3 male speakers 
(600 CV words) 

Pseudo-syllables 
for voiced & CV 
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in continuous 
speech 

Syllables in 
running speech 

PB CVC context 
spoken by 5 male 
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samples) 
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isola t ed wo rds 
(148 words) 
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syllables spoken 
by two male 
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21 sentences spo
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Des"ignGte d male 
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Recognition 

79.58% for 
stressed data 
(48 sentences) 
& 70. 54% for 
unstressed da ta 
(72 sentences) 

NA 

Over 80% 

~fax. 74 . 9% 

NA 

NA 

60% for dentals 
& 85% fo r 
bilabials 

77% 

.-..68.72% 
comb ine d 

NA 

~50% for "p, t,k" 
& 66 . 7% for "d" 

97 . 3% 

76 % for 
d,g, t,k 
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Table I-I. Summarl of StoE Consonants Recognition and Related EXEeriments 

Features Decision 
Author Date Fea tures Used Extr. By Method Ma terials Used Rec~Eition ___________ 

Winitiz 1975 VOT Manual NA CV monosyllables NA 
et al spoken by one male 

speaker 

Cole & 1974 FT & VOT Manual NA Tape spliced init- Average 93 . 83% & 
Scott ial stop syllables 75.83% with t a r get 

vowels i , u respec. 

Sue n & 1974 SI Manual NA Word pairs spoken NA 
Beddoes by 3 male & 3 fe-

male speakers 

Stevens & 1974 FT & VOT Manual Human Synthetic CV NA 
Klatt Perception syllables 

Eimas & 1973 VOT Manual Human Synthetic speech NA 
Corbit Perception 
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Figure 1. The Struc tur e of the Pr opos ed CSR Sys t em 
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algorithm has been developed to extract the first 
two formants from the speech spectrum. The algo
rithm is based on peak picking. An interpolation 
technique has been applied to obtain smooth 
formants. 

RECOGNITION ALGORlTill1S AND· FEATURES USED 

Three different methods have been developed to ' 
recognize lp, t, kl and Ib, d, g/. They are 
1) Formant Transitions (F.T.), 2) Silent Interval 
(S.I.) and 3) Voice-Onset-Time (V.O.T.). This 
system, in fact, contains three subsystems. Each 
of them works independently and has been designed 
to process one sentence at a time. 

FORMANT TRANSITIONS 

As pointed out by Cole and Scott [8], Datta, 
Ganguli and Ray [9], Menon, Rao and Thosar [10], 
Pal and Majumder [11], Santerre and Suen [12], 
Sha rf and Hemyer [13], and Wolf [14] there is a 
rapid change in the shape of the vocal tract 
which makes the transition from one place of 
articulation to another when a stop consonant is 
uttered with a preceding or following vowel. 
They also conclude that the change in formant 
frequency (transitional cue) of the vowel associ
ated with the stop consonant(s) may provide in
formation general enough to distinguish voiced 
and unvoiced stops in most cases. This method 
simply computes the percentage change of 
the first two formants from the plosive re-
lease to the steady state of the associated 
vowel for preceding stops (including initial and 
medial stops), and from the steady state to the 
closure for final stops. 

SILENT INTERVAL 

As suggested by Cole and Scott [8], Liberman et 
a1. [15], Lisker [16], Port r17], Santerre and 
Suen [12], Slis et a1. [18][19], Suen et al [20], 
and Wolf [14], the S.I. is another important cue 
to distinguish voiced and unvoiced stop con
sonants. The S.I. is defined as the duration 
between closure and plosive release. The above 
authors conclude that voiced stop consonants 
usually have shorter duration of S.I. than un
voiced ones. 

As noted in the previous method, there is usual~ 
a pause - silent period before the burst of a 
stop consonant. In this study, the S.I. is the 
second cue suggested to recognize medial and 
final stops. 

VOICE-ONSET-TIME 

V.O.T. is the third method used in this researc~ 
It is regarded as the primary cue to distinguish 
voiced and unvoice d stop consonants. Most re
searchers like Blumstein and Stevens [2l],Eimas 
and Corbit [22], Lisker and Abramson [23], 
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Lisker, Liberman and Erickson [24], San terre and 
Suen [12], Stevens and Klatt [25], Winitz, 
LaRiviere and Herriman [26], and Wolf [14] con
clude that the V.O.T. is usually shorter in 
voiced stop consonants than in unvoiced stop con
sonants. V.O.T. is defined as the time interval 
between the burst that marks the release of the 
stop closure and the onset of quasi-periodicity 
which reflects laryngeal vibration (Lisker and 
Abramson [27]). 

This method measures the burst period, i.e. the 
time difference in the first two formants between 
1) the starting point of plosive release and the 
starting point of the steady state for the pre
ceding stops, 2) the starting point of plosive 
release and the end point of the burst for the 
final stops. 

EXPERIMENTAL RESULTS 

Two different sets of data (half of them were 
from training set) were prepared for testing the 
system. They were selected from the six speake rs 
with highest recognition scores. The data were 
chosen equally in number from three male and 
three female speakers. One set contains seventy
two sentences and the other one contains forty
eight sentences. As mentioned earlier, the dif
ference between these two sets of data is: in 
the first set, the sentences were uttered by the 
speakers in their usual way; in the second set, 
the sentences were uttered by the same speakers 
but they were requested to emphasize the stop 
consonants. The respective total number of pre
ceding stop consonants and final stop consonants 
are 354 (including 138 medial stop consonants) 
and 228 in unstressed data, and 236 (including92 
medial stop consonants) and 152 in stressed 
data. Each set of data was tested individually 
by the system. The outcomes of the experiments 
consist of four types (Figure 1). The first type 
called correct classification (CC), which counts 
the phonemes correctly classified in the corres
ponding classes. The second type is called mis
classification (MC), which is a count of the 
phonemes classified in the wrong classes. The 
third type called correct rejection giving a 
count of the phonemes not belonging to any 
classes of stop consonants. The fourth one 
called misrejection indicating the number of 
instances the system incorrectly rejects the 
phonemes which are actually stop consonants. 

Based on different features used in the CSR 
system, six classification experiments have been 
conducted. The results of each experiment show 
the performance of each CSR subsystem, or each 
feature used, for each set of data. Tables 2a 
and 2b summarize the scores of correc t rej ec tio~ 

misrejection and correct classification of the 
three distinctive features for all speakers 
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--- --
Spkr F . T. S. I. V.D.T. 

- ---CR- - -MR--- -- .,--------
CC CR MR CC CR MR CC -- - , 

1 75 . 71 19 . 48 74 .15 43.64 15. 91 52 . 53 45 . 61 5 . 48 SO 
2 65 . 52 15.49 70.54 29. 79 4. 17 46 . '+8 41. 86 4. 48 46 . 67 
3 75 17 .19 70.97 15 . 22 3.85 33 . 33 '+2.59 7 . 58 SO 
Lt 52. 70 2. 94 65 .49 31.48 11. 11 38 .27 46.03 4.76 SO 
5 61. 67 20. 31 68 .55 50 . 98 21 . 74 55 . 41 41. 18 7 .94 SO 
6 75 . 47 23 . 61 73.60 60. 47 17. 24 58.33 41. 86 1.64 46 . 15 

Symbols: CC - Correc tly Classi f i ed ; MR - Mis r ejec t ed; CR - Correct l y Rejec t ed 

Table 2a . Summary of Recogni t i on Scores (%) for All Fell.tures (Unstressed) 

F . T. S . I. V.D.T. 
Spkr ----- ----- --CC--- f-~----MR-- -cc---~R- ----- - ---

CR MR MR CC 

1 88 .76 22 .73 79. 35 37.50 7.69 43. 97 46.9 7 1. 14 
3 85. 19 28 .77 77 .92 58.97 12. 28 55.56 46 . 15 1. 33 
5 95 . 77 32.81 80 . 71 52.54 6.52 56.19 48.44 2.99 
6 91.03 25.71 80 . 41 56 .92 7 . 89 58.25 45 1.30 

-~- .. -- -
Symbols: CC - Correc.t.1y Classified; MR - Hisrejecteci; CR - Correctly Rejected 

Table 2b. Summary of Recognition Scores ( I. ) for All Fentures (Stressed) 

-- --_. 
Method F . T. S. I. V.O.T. 

CR 252/375 67 . 20% 114/296 38 . 51% 135 / 311 43.41% 
HR 68/417 16 . 31% 22/173 12 . 72% 21/388 5.41% 
CC 559/792 70 . 58% 223/469 47.55% 341/699 48 . 78% 
MC 233/7 92 29 . 42% 246/469 52.45% 358 / 699 51. 22% 

Symbols: CC - Correctly C1a.ssified; MC - Misc1assifieci; CR - Correctly Rejected; 
MR - Misrejected 

52.55 
52 . 14 
56 . 49 
54.74 

Table 3a . Comparative Recognition Res ults of Three Distinctive Features (Unstressed) 

------- .---
Mc thod LT. S. I. V.D.T . 

CR 287/319 = 89.97i. 138/266 = 51. 88% 119/255 46.67% 
MR 75/278 = 26 . 98% 17/193 = 8 . 81% 5/260 1.92% 
CC 475/597 = 79 . 56% 245/459 = 53.38% 291/515 56 . 50% 
MC 122/597 = 20.44% 214/459 = 46.62% 224/515 43 . 50% 

Symbols: CC - Correctly Classified; MC - Hisc1assified; CR - Correctly Rejected; 
MR - Misrejected 

Table 3b . Compara t ive Recognition Results of Three Distinctive Features (Stressed) 
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including both unstressed and stressed data. 

Tables 3a and 3b show the overall performance of 
each recognition method. In unstressed data, the 
best recognition method is Formant Transitions 
which obtained 70.58% compared with the other two 
methods which obtained below 50%. In stressed 
data, the best method is also Formant Transitions 
which obtained 79.56% compared with 53.38% by the 
Silent Interval method and 56.50% by the Voice
Onset-Time method. 

CONCLUSIONS 

The performance of each method used in the pre
sent system is tabulated. The results show that 
no single feature alone can perfectly account 
for the distinction of a voiced orunvoiced stop 
consonant from the others. The formant transi
tion cue produced the highest recognition score 
only with a priori knowledge of the target 
vowels. The other two cues are mainly time con
siderations. As noted in the previous chapter, 
low recognition rates are due to considerable 
variations of burst or silent period when the 
position of the word is different. On the other 
hand, some speakers ignored the pronunciation of 
some phonemes especially the final stops. As a 
result, some final stops cannot be detected. 
However, this can be compensated by using the 
transitional cues. 

Conclusion can also be drawn that timing would 
not be an effec tive cue to measure the phonemes 
in continuous speech unless certain constraints 
can be imposed, such as the speed and intonation 
of the same word spoken in different positions, 
and the attention of speakers paid to the pro
nunciation of the final stops. 
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