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ABSTRACT 

In this paper we describe a metho.d. for 
estimating boundaries between percep~ually d1stmct 
regions in an image. The method 1S a two step 
procedure which first identifies image regions ~hich 
exhibit uniformity. Boundaries between umform 
regions are approximated by a complete cubic spline 
function and the linear recursive filter is used to 
estimate the values of the function at the knots. 
Boundaries 3.re assumed to be smooth; however. 
abrupt changes in boundary loc~tion may 
infrequently occur. In th~se ~xceptlOn~1 cases 
flexibility of boundary approx1matlOn 1S ach1eved by 
adding additional knots at the positions where abrupt 
changes occur. 

KEYWORDS : segmentation. splines. texture, linear 
recursive filter. 

1. INTRODUCTION 

Determination of boundaries delimiting objects 
and their parts in an image is recognized to be a 
crutiallink between an image and its interpretation . 
It is well recognized that boundary detection in 
images wherein meaningful regions exhibit textural 
properties is a difficult task. Regions in such images 
can be identified by region based segmentation 
operators, e.g. [10,11]. However. determination of 
boundaries between texture regions requires further 
processing. Recently, attempts have been made to 
develop estimation theory- based boundary detectors 
[1,4]. 

This paper describes the design, 
implementation and performance of an estimation 
theory-based segmentation operator for noisy images 
which contain regions of uniform intensity as well as 
texture regions. The operator performs segmentation 
at the signal level and it assumes no a priori 
knowledge on images considered. Its essence is 
incorporation of region based segmentation with 
curve fitting to find boundaries between perceptually 
distinct regions in an image. First, dominant regions 
which exhibit uniformity and which are called cue 
regions are identified. Then, boundaries lying 
between cue regions are estimated 
globally.Boundaries are approximated by a complete 
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cubic spline function. The flexibility of boundary 
approximation is achieved by adding additional knots 
at positions where boundary location changes 
abruptly. 

The function of this segmentation operator 
corresponds to early vision in humans and it is 
viewed as a part of a multi-level modular 
segmentation scheme. At the first level of 
segmentation hierarchy this operator is employed to 
perform rough segmentation of an image . The 
obtained result is then used as an input to subsequent 
levels of segmentation which take advantage of 
knowledge on the scene domain and are task 
dependent. Their function is to perform refined 
segmentation, label cue regions and identify smaller 
objects that are of interest. 

The method underlying identification of cue 
regions is described in Section 2. Boundary 
approximation and estimation schemes are the 
subject of Section 3. Results and future work are 
discussed in Section 4. 

2. IDENTIFICATION OF CUE REGIONS 

The first task of the segmentation operator is to 
identify cue regions and intermediate zones where 
boundaries between cue regions lie . Consequently, 
the problem of boundary estimation between regions 
of unknown properties reduces to the problem of 
boundary estimation in the ambiguity zone between 
two regions of known properties. 

Since most of textures appearing in nature are 
viewed as "uniform" only as a whole while locally 
they exhibit various statistical and structural 
irregularities images are subjected to pre-processing 
prior to region identification. The purpose of this 
procedure is to eliminate minor textural detail and 
map texture regions into regions which exhibit 
higher degree of ergodicity Figure 1(b). This task is 
accomplished by using Gaussian filter applied locally 
over a pixel neighborhood and as a result local image 
variances decrease as a function of o. The filter is 
implemented by using method of hierarchical 
discrete correlation [3] which performs filtering in 
stages and approximates Gaussian by weighted sums 
over small neighborhoods. . 

The identification of uniform regions involves 
generation of a T image in which each pixel (x,y) is 
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replaced by 

Q P ( 2 
T (x,y)= 1 L ') l (x ,y) -I IX+ P,Y + QI ) 

(2P + l)(2Q+ll q : _ Q p;-:'p 

Generation of a T image is a form of p~im.itive 
segmentation since T(x,y) is constant wlthm a 
homogeneous region and increases at the boundary 
between two homogeneous · regions. (Exam~les of T 
images are shown in Figure 1 (c» . . Cue regIOns and 
ambiguity zones whe.re boundanes betwee~ cue 
regions lie can .be easlly. extracted from a ~ Image 
using thresholdmg techlllques. Results obtamed ~y 
using method proposed by Otsu[9] are shown m 
Figure 1 (d ). 

Figure 1. 

(a) 

(b) 

(C) 

(d) 

Cue region identification: . 
(a) original images, (b) ~ltered ll~ag~s, 
(c) T images, (d) identified ambigUity 
zones. 
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In essence, described procedure is a region 
merging method where intensity in the T image is 
used as the merging criterion. However, it does not 
employ region splitting; instead, pixels which can not 
be assigned to cue regions constitute ambiguity zones 
where boundaries between cue region lie. This 
design decision is governed by the fact that this 
operator aimes at estimation of boundaries between 
dominant and thus large regions which exhibit 
statistical homogeneity. Furthermore, reliability of 
statistical measurements for texture regions falls 
with decrease of region size. 

3. BOUNDARY ESTIMATION 

A boundary f(y) (Figure 2) is approximated, as 
in an earlier work [1], by a cubic spline function g(y) 
with (n + 1) knots. The function g(y) is explicitely 
determined by the function values at the knots and 
derivatives at the interval ends, i.e. 

n+1 

gi(z) = L K m, i (zlfm + 1\ (zdl + Q i (zlf~+ I · 

m:1 (1) 

The task of boundary estimator is then to estimate fi' 
f' i=1,2, ... , n+1, j=l, n+1. This task is 
dccomplished by the linear recursive filter [7] under 
assumption that state vector evolves according to 

!Yk is the process noise and 

Vector x is estimated by considering M 
simultaneous measurements in the ambiguity zone 
between two uniform regions. The measurement 
model takes form 

.!k = Hk~k + ~k 
(2) 

where Hk is the measurement matrix and Yk is the 
measurement noise , A measurement performed in 
the ambiguity zone (in pre-processed image between 
regions RI and R2) is modeled as 

PlO + (p-2o)p2 
z = + '1 

(3) 
p 

where PI and Pz are measured properties of regions R\ 
and R2, respectively, IJ. is the measurement noise and 
p and I) are as shown in Figure 2. Based on equations 
(1), (2) and (3) the measurement matrix is 

t" 
K 2,I Kn+I ,1 1\ 0,] 

P I - P 2 K I,2 K 2,2 . . . K n + 1,2 A2 Q
2 

H=--
0 

I ,M K 2,M . . . Kn + I,M AM Q M 
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Figure 2. Boundary estimation nomenclature. 

o 

The success of the described scheme depends on 
two major factors: (1) choice of property p to be 
measured and (2) positioning of the knots. Various 
measurement schemes are described in [2]. (Results 
shown in this paper are generated by using mean 
measured along adjacent strips in regions Rl?R2 and 
ambiguity zone). In this paper we shall conslder the 
role of knot posi tions. 

The approximation to functions by splines is 
well know to depend on number and positions of the 
knots. Smooth curves, such as those considered in [1], 
can be adequately approximated by small number of 
equidistant knots. However, if abrupt changes are 
expected it is desirable to utilize large number of 
knots and it is particularly important that the knots 
be placed at the positions where significant changes 
occur. An approach to obtaining desi red flexibility is 
to consider knots to be free parameters. Different 
schemes for handling variable knots have been 
described by Jupp [6] and De Boor [5] . Muth and 
Willsky [8] have designed a variable knot recursive 
scheme to approximate wave forms by splines. This 
method utilizes age-weighted linear recursive filter 
to change the locations of the knots. The scheme is 
designed to work on functions which have a large 
number of jumps. 

In this work the assumption is that boundaries 
are generally smooth and abrupt changes occur 
infrequently. Therefore, it is more computationally 
efficient to achieve the flexibility of boundary 
approximation by knot additions rather than 
variations in the location of a given number of knots. 
The boundary estimation procedure starts with (I + 1 ) 
equidistant knots and the new knot is added to 
segment h. at position r if z - zd1 > 6. (6. is the 
threshold \ralue and Z is the measurement taken 
along strip located at r). In this way new knots are 
added at the positions where abrupt changes in the 
first derivative occur or where maxima and minima 
are expected. The reliability of the measurement is 
increased by considering m previous and n new 
measurements around position r . While it is possible 
to consider large number of previous and new 
measurements, we have found m=n=2 to be 
sufficient. The dimensionali ty of the vectors 
(equations (1), (2), (3)) is increased by one for. each 
additional knot and a ll vectors are appropriately 
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augmented. The final boundary is ap proximated by 
N + 1 :;;. 1 + 1 knots. Addition of new knots is 
illustrated in Figure 3 , while results obtained are 
shown in Figure 4. 
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Figure 3. Addition of new knots (a) initial knots, 
(b) added knots ( • represents added 
knots and -are initial knots). 

4. CONCLUSIONS 

Performance of the described boundary 
estimator has been evaluated on noisy images 
containing regions of uniform intensity as well as 
images containing texture. Generally, the results 
obtained are in good agreement with human 
perception. Addition of new knots, when required, 
allows good boundary approximation in cases where 
boundary location changes abruptly without adding 
significant computational burden. Development of 
the method is subject of further research. At present 
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we are investigating usage of multiple properties in 
the measurement scheme, i.e. both statistical and 
texture properties, to increase reliability of the 
measuremen ts. 

Figure 4. ~xamples of obtained boundaries in noisy 
lmages. 
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