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Abstract 

This paper presents a simulation-based method for vi­
sualizing the development of multicellular structures in 
two and three dimensions. The neighborhood relations 
between the cells are determined by a simulated de­
velopmental process, expressed using the formalism of 
map L-systems and its extension, cell work L-systems. 
The cell shapes result from mechanical cell interactions. 
Two types of forces are considered: the osmotic pressure 
within cells, and the tension of cell walls. The method 
is illustrated using examples based on biological data. 

Keywords: mathematical modeling in biology, simula­
tion, visualization of development, map L-system, cell­
work, dynamic model. 

1 Introduction 

An importan t issue in biology is the study of cell divi­
sion patterns, that is, the spatial and temporal organi­
zation of cell divisions in tissues. This paper presents a 
method for simulating and visualizing the developmen­
tal processes. 

On a topological level, cell divisions are expressed using 
the formalism of map L-systems operating on a plane or 
a sphere, or cellwork L-systems describing fully three­
dimensional structures. Cell geometry is determined by 
a dynamic method that takes into account the osmotic 
pressure inside the cells and the tension of cell walls. 
The development can be animated by considering peri­
ods of continuous cell expansion, delimited by instanta­
neous cell divisions. 

For two-dimensional structures, a modeling method us­
ing map L-systems with dynamic interpretation has 
been previously reported in [5]. The reader is referred to 
that paper for the biological motivation and a technique 
for constructing map L-systems capturing observed de­
velopmental patterns. A further biological discussion of 
the models is included in [3] . 

This paper is organized as follows. Section 2 reviews 
the method for simulating the development of planar 
cellular layers. Two models of fern gametophytes and 
a model of a moss leaf are used as examples. Section 3 
extends this method to the surface of a sphere, and 
applies it to simulate the development of a snail em­
bryo. Section 4 presents a further extension to three­
dimensional cellular structures. Marker-based cell work 
L-systems are proposed to describe structure topology 
and the dynamic interpretation rules are modified to 
operate in three dimensions. The formalism is applied 
to model the development of epidermal cells. Section 5 
discusses open problems. 

2 Modeling Planar Cell Laye rs 

2.1 Maps 

From a mathematical perspective, cellular layers can be 
represented using a class of planar graphs with cycles, 
called maps [12]. Nakamura et al. [10] characterize them 
as follows: 

• A map is a finite set of regions. Each region is 
surrounded by a boundary consisting of a finite, 
circular sequence of edges which meet at vertices. 

• Each edge has one or two vertices associated with 
it.! The edges cannot cross without forming a ver­
tex and there are no vertices without an associated 
edge. 

• Every edge is a part of the boundary of a region . 

• The set of edges is connected. Specifically, there 
are no islands within regions. 

Regions represent cells, and edges represent cell walls 
perpendicular to the plane of view. The internal com­
ponents of a cell are not considered. 

! The one-vertex case occurs when an edge forms a loop . 
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2.2 mBPMOL-systems 

The process of cell division can be expressed as map 
rewriting. This notion is an extension of string rewriting 
found in formal language theory. Several map-rewriting 
systems have been described in the past [3]. We have 
chosen Binary Propagating Map OL-system with mark­
ers, or mBPMOL-systems, proposed by N akamura, Lin­
denmayer and Aizawa [10] as a refinement of the basic 
concept of map L-systems introduced by Lindenmayer 
and Rozenberg [8]. The name is derived as follows. 
A map OL-system is a parallel rewriting system which 
operates on maps and modifies regions irrespective of 
what happens to other neigh boring regions (a context­
free mechanism). The system is binary in that a region 
can split into at most two daughter regions. It is prop­
agating in the sense that edges cannot be erased, thus 
regions (cells) cannot fuse or die. The markers repre­
sent a technique for specifying the positions of inserted 
edges that split the regions. 

Formally, an mBPMOL-system g consists of a finite al­
phabet of edge labels E, a starting map w with labels 
from E, and a finite set of edge productions P. In gen­
eral, the edges are directed, which is indicated by a left 
or right arrow placed above the edge symbol. In some 
cases, the edge direction has no effect on the system's 
operation. Such an edge is called neutral and no arrow 
is placed above the symbol denoting it. Each produc­
tion is of the form A -+ 0' . The directed or neutral edge 
A E E is called the predecessor. The string 0', composed 
of symbols from E and special symbols [,], + and -, is 
called the successor. The sequence of symbols outside 
the square brackets specifies the edge su bdivision pat­
tern. Arrows can be placed above edge symbols to indi­
cate whether the successor edges have directions consis­
tent with, or opposite to, the predecessor edge. Pairs of 
matching brackets [ and] delimit markers, which spec­
ify possible attachment sites for region-dividing walls. 
The markers are viewed as short branches which can be 
interconnected to form a complete wall. The strings in­
side brackets consist of two symbols. The first symbol is 
either + or -, indicating whether the marker should be 
placed to the left or to the right of the predecessor edge. 
The second symbol is the marker label, with or without 
an arrow. The left arrow indicates that the marker is 
directed towards the predecessor edge, and the right ar­
row indicates that the marker is oriented away from that 
edge. If no arrow is present, the marker is neutral. 

For example, in the production A -+ DC [- E] B F, the 
directed predecessor A splits into four edges, D, C, Band 
F, and produces a marker E (Figure 1 a). Successor edges 
D and B have the same direction as A, edge C has the op­
posite direction, and F is neutral. Marker E is placed to 
the right of A and is directed towards A. As an exam­
ple of a production with a neutral predecessor, consider 

A -+ B[-B]x[+B]B. In this case the result of produc-
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a. A-OC[-EIBF 
A 
• 

o F 
• 

b. A-S[-Slx [..aI's 
A 

Figure I: Examples of edge productions. 

tion application does not depend on the assumed direc­
tion of the predecessor edge (Figu re 1 b). 

A derivation step in an mBPMOL-system consists of two 
phases. 

1. Each edge in the map is replaced by successor edges 
and markers using the corresponding edge produc­
tion in P. 

2. Each region is scanned for matching markers. If a 
match is found, the markers are joined to create a 
new edge which will split the region. 

Two markers are considered matching if: 

1. they appear in the same region, 

2. they have the same label, and 

3. one marker is directed away from its incide nt edge 
while the other is directed towards the edge, or both 
markers are neutral. 

The search for matching markers ends with the first 
match found, even though other markers entering the 
same region may also form a match . From the user's 
perspective, the system behaves in a nondeterministic 
way, since it autonomously chooses the pair of markers 
to be connected. The unused markers are discarded. 

We will illustrate the operation of mBPMOL-systems 
using two examples. 

L-system 

w: ABAB 
PI: A 

P2: B -
B[-A][+A]B 
A 

In L-system 1, production PI creates markers responsi­
ble for region division while production P2 introduces a 
delay. As a result the regions are subdivided alternately 
by horizontal and vertical edges (Figure 2). 

L-system 2 illustrates the operation of an mBPMOL­
system with directed edges. Productions PI and P3 cre­
ate markers. Production Pt transforms edge D into C, 
so that in each derivation step there is a pair of edges 
A and C to which productions PI and P3 apply. Produc­
tion P2 indicates that edges B do not undergo further 
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Figure 2: Developmental sequence defined by L-system 
1. In the first step, a distinction is made between the 
edge-rewriting phase and the connection of matching 
markers. 

L-systelll 2 

w: ABCD 

PI : A -+ 0[- AYii 
P'2 : B -+ B 

S[- AJ -P3 : C -+ B 

P{ : D -+ C 

changes? The resulting structure is that of a clockwise 
spiral (Figure 3). 

2.3 Dynamic Interpretation 

Maps are topological objects without inherent geometric 
properties. In order to visualize them, some method for 
assigning geometric interpretation must be applied. We 
describe it using biologically-motivated terms, cell and 
wall, instead of their mathematical counterparts, region 
and edge. 

Assuming the dynamic point of view, the shape of cells 
and thus the shape of the entire organism result from 
the action of forces. The unbalanced forces due to cell 
divisions cause the gradual modification of cell shapes 
until an equilibrium is reached . At this point, new cell 
divisions occur, and expansion resumes. 

The dynamic method for determining cell geometry IS 

based on the following assumptions: 

• the modeled organism forms a single cell layer, 

• the layer is represented as a two-dimensional net­
work of masses corresponding to cell corners, con­
nected by springs which correspond to cell walls, 

• the springs are always straight and adhere to 
Hooke's law, 

• the cells exert pressure on their bounding walls; the 
pressure on a wall is directly proportional to the 
wall length and inversely proportional to the cell 
area, 

'2 In further L-systems such identity productions are omitted . 
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(Ol) (1) (2) (3) (4) 

Figure 3: Developmental sequence defined by L-system 
2. 

Figure 4: Forces acting on a cell corner X according to 
the dynamic method. 

• the pressure on a wall spreads evenly between the 
wall corners, 

• the motion of masses is damped, and 

• no other forces are considered. 

The position of each vertex, and thus the shape of the 
cell layer, is computed as follows. As long as an equi­
librium is not reached , unbalanced forces put masses in 
motion . The total force FT acting on a vertex X is given 
by the formula: 

where: 

• Fw are forces contributed by the set of walls W 
incident to X, and 

• Fd = -bv is a damping force, expressed as the prod­
uct of a damping factor b and vertex velocity v. 

A wall w E W contributes three forces acting on X 
(Figure 4) . The tension F. acts along the wall and its 
magnitude is determined by Hooke's law, F. = -k(l-
10 ) , where k is the spring cons tan t, I is the current spring 
length, and 10 is the rest length. The remaining two 
forces, PL and PR, are due to the pressure exerted by 
the cells on the left side and on the right side of the wall . 
Each force acts in the direction perpendicular to the 
wall, and is distributed eq ually between its two incident 
vertices. The magnitude of the force PL exerted by the 
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cell on the left side of the wall equals PL . I, where PL 
is the internal cell pressure and I is the wall length . A 
similar formula describes the force PR. The pressure is 
assumed to be inversely proportional to the cell area: 
p '" A-I . This assumption is derived from the equation 
describing osmotic pressure, p = SRT, as a function of 
the concentration of the solute S (n moles per volume 
V of the solution), the ideal gas constant R, and the 
absolute temperature T [11]. Assuming that the cell 
volume V is proportional to the area A captured by the 
tw~dimensional model under consideration (V = Ah), 
pressure can be expressed as 

nRT 
p= Ah . 

Thus, p '" A-I, provided that the term nRT / h is con­
stant. 

A convenient formula for calculating the area A is: 

M 

A = I L: (Xi - Xi+l)(Yi + Yi+t}/21 
1=1 

where (Xi , y;) are coordinates of the M vertices' sur­
rounding region A, XM+l = Xl, and YM+l = Yl [2] . 

The force FT acts on a mass placed at a map vertex. 
Newton's second law of motion applies: 

d2 ~ 

m dt~ = FT 

where x is the vertex position . If the entire structure 
has N vertices , we obtain a system of 2N differential 
equations: 

dVi 
miTt 

dXi 
dt 

where i = 1,2, . . . , N. The task is to find the sequence 
of positions Xl, . .. , XN at given time intervals , assum-
ing that the functions FT; and the initial values of all 
variables: XlO, . . . , x ~ and VlO, . . . , iJ~ are known. These 
initial values are determined as follows: 

• Coordinates of the vertices of the starting map are 
included in the input data for the simulation . 

• Positions of existing vertices are preserved through 
a derivation step. New vertices partition the di­
vided walls into segments of equal length. The ini­
tial velocities of all vertices are set to zero. 

The system of differential equations with the initial val­
ues given above represents an initial value problem. It 
can be solved numerically using the forward (explicit) 
Euler method [4]. To this end, the differential equ ations 
are rewritten using finite increments 6.vi , 6. i i and 6.t: 

6.vl' = ~i FT; (it, ·· ·, it , vn 6.t 

6.xl' = iJl' 6.t 
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where the superscripts k = 0,1,2, ... indicate the 
progress of time, t = k6.t. The position and velocity 
of a point i after time increment 6.t are expressed as 
follows: 

= iJi
k + 6.vl' 

x/' + 6.v; 

The iterative computation of the velocities v/ and p~ 
sitions x/ is carried out for consecutive values of index 
k until all increments 6.vi and 6.xi fall below a thresh­
old value. This indicates that the equilibrium state has 
been approximated to the desired accuracy. The next 
derivation step is then performed. A system of equations 
corresponding to the new map topology is created, and 
the search for an equilibrium state resumes. In such a 
way, the developmental process is simulated as periods 
of continuous cell expansion, delimited by instantaneous 
cell divisions. Continuity of cell shapes during divisions 
is preserved by the rule which sets the initial positions 
of vertices. 

2.4 Biological Examples 

In this section , the described simulation method is ap­
plied to visualize the development of two fern gamet~ 
phytes Microsorium linguaeforme and Dryopteris the­
Iypteris, and a moss leaf Phascum cuspidatum. All of 
these structures form single cell layers. Their devel­
opment can be described conveniently in terms of two 
types of activities: the activity of the apical cell giving 
rise to cell clones called segments, produced alternately 
to the left and to the right of the apex, and the de­
velopment of these segments. The construction of map 
L-systems based on microscopic observations is a non­
trivial task, requiring a good understanding of the un­
derlying biological processes . This problem is discussed 
further in [3 , 5] . 

2.4.1 Microsorium linguaeforme 

Map L-system 3, explained in [3, 5], captures the de­
velopment of a fern gametophyte Microsorium linguae­
forme . The essential part of the starting map (without 
basal segments) is shown in Figure 5(0) . Productions 
describing the development of the right side of the or­
ganism are given explicitly. Their predecessors are de­
noted by uppercase letters. The corresponding lower­
case productions, which complete the L-system defini­
tion, can be obtained by switching the "case" of letters 
and the orientation of markers while leaving the wall 
directions uncha nged . For example, the right-side pro-

duction Tl : A -+ i [- 8] I corresponds to the left-side 

production, 11 : i -+ A [+ b] i . 
The L-system operation is illustrated in Figure 5. The 
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!"igure 5: A diagrammatic representation of the devel­
opmental sequence of a Microsorium gametophyte. 
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L-system 3: Kicrosorium 

Tt : ' A -+ ~ [- i(i 
T2 : B -+ E [+ bl x [- Iij"ii 
T3 : D [-;l F 

G [+ ill x [- Iil -T. : F -+ D 

T5 : H x [+ Fl x 
T6 : I -+ C 

1[- FJ -T7 : C I 

Ta : E -+ , x [- xJ x 
T9 : G '-+ x[+xJx[-xJx 

TJo : J -+ L 

TlI : It -+ • 
TI2 : L -+ x [- ilJ x 
TI3 : K -+ x [- LJ x 
TH : • -+ 0 

TI5 : 0 x [- L(i 

apical cell divisions result from the application of pro­
ductions TI and T2 as well as their symmetric counter­
parts, I1 and 12 • The segment cell divisions proceed 
symmetrically in right and left segments according to 
productions T3 - T9 and 13 - 19 • The development of 
basal segments is controlled by productions rlO - TI5 

and 110 - / 15 • 

A simulated developmental sequence generated by L­
system 3 using the dynamic method to determine cell 
shapes is given in Plate 1. Different colors are used to 
indicate the apical cell, the alternating "regular" seg­
ments, and the basal segmen ts . A comparison with a 
microphotograph of Microsorium linguaeforme (Plate 
2) shows good correspondence between the model and 
reality with respect to structure topology, the relative 
sizes and shapes of cells, and the overall shape of the 
organism. 

2.4.2 Further Examples 

Gametophytes of other fern species follow a similar de­
velopmental pattern, with the apex producing segments 
alternately to the left and to the right . However, the cell 
division patterns within segments vary between species, 
yielding different overall shapes. For example, Plate 
3 shows the development of the heart-shaped gameto­
phyte Dryopteris thelypteris. The map L-system is given 
in [3] . 

Nageli [9] studied the moss Phas cum cuspidatum and 
proposed a scheme for the apical development of its 
leaves, similar to that of fern gametophytes. A simu­
lated d evelopmental sequence based on Nageli's obser­
vations is shown in Plate 4. 
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3 Modeling Spherical Cell Layers 

During the cleavage stage of development, an embryo 
consists of a single layer of cells which covers the sur­
face of a spherical cavity. This structure is known as 
the blastula [1]. The cells divide synchronously in a reg­
ular pattern up to and including the 64-cell stage (6th 
cleavage) . This development can be captured using an 
mBPMOL-system operating on the surface of a sphere 
rather than on a plane. To this end, cell walls are repre­
sented as great circle arcs connecting vertices which are 
constrained to the sphere surface. 

The extension of the dynamic interpretation method 
from the plane to the surface of a sphere requires few 
changes. Osmotic pressure and wall tension are calcu­
lated as before. Since the resulting force may displace 
a vertex away from the surface of the sphere, the ac­
tual vertex position is found by projecting the displaced 
point back to the sphere. Cells of embryos at the cleav­
age stage do not expand, thus the overall size of the 
sphere is constant. 

For example, map L-system 4 was proposed in [3] to 
model the development of a snail embryo Patella vul­
gata according to data presented in [13]. The starting 
map and developmental sequence are shown in Figure 6. 
Plate 5 presents an alternative rendering of the modeled 
structures. Each cell is approximated by a sphere cen­
tered at the point representing the center of gravity of 
the cell corners and raised to the surface of the under­
lying spherical cavity. The radius is the maximum dis­
tance from the center to the cell corners. A comparison 
to an electron microscope image (Plate 6) of the equa­
torial view of Patella at the 16-cell stage shows good 
correspondence between the model and reality. 

4 Modeling 3D Cellular Structures 

4.1 Cellworks 

In [7], Lindenmayer proposed cellworks to represent 3D 
multicellular structures. They extend the notion of 
maps to three dimensions as follows: 

• A cellwork is a finite set of cells. Each cell is sur­
rounded by one or more walls (faces). 

• Each wall is surrounded by a boundary consisting 
of a finite, circular sequence of edges which meet at 
vertices. 

• Walls cannot intersect without forming an edge, al­
though there can be walls without edges.3 

• Every wall is part of the boundary of a cell, and 
the set of walls is connected. 

• Each edge has one or two vertices associated with 
it. The edges cannot cross without forming a ver-

3 In the c.ase of cells shaped as spheres or toruses . 
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Figure 6: Developmental sequence of Patella vulgata 
(equatorial view) . 

L-system 4: Patella 

PI : A -+ b[-a}x[+a}b 
P2 : a -+ B[+A}x[-A}B 
P3 : B -+ a 
P4 : b -+ A 

P5 : C D [+a} E 
P6 : 0 C [-A}x 

P7 : E C 

P8 : F E [-a}G[+a} E 
P9 : G -+ J 

PlO: H -+ I 

Pll : I -+ B[-A}x[+A]B 
Pl2 : J -+ b[+a}x[-a}b 

Pl3 : Z -+ C [-F}H[+F} C 

tex and there are no vertices without an associatea 
edge. 

• Every edge is a part of the boundary of a wall and 
the set of edges is connected. 

Note that the terms cell and wall have different mean­
ings in the contexts of cell works and maps. 

4.2 mBPCOL-systems 

In order to model development of three-dimensional 
structures, we propose an extension of mBPMOL­
systems called marker Binary Propagating Cellwork OL­
systems. An mBPCOL-system 9 is defined by a finite 
alphabet of edge labels E , a finite alphabet of wall la­
bels r , a starting cellwork wand a finite set of edge 
productions P. The initial cellwork w is specified by a 
list of walls and their bounding edges. As in the case 
of mBPMOL-systems, edges may be directed or neutral. 
Each production is of the form A: f3 -+ 0', where the 
edge A E E is the predecessor, the string f3 E {r+ , *} is 
a list of applicable walls (* denotes all walls), and the 
string 0', composed of edge labels from E, wall labels 
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Predecessor Edge Edge Rewriting 

Wall Division Cell Division 

Figure 7: The phases of a derivation step. 

from r and symbols [ and], is the successor. The se­
quence of symbols outside the square brackets describes 
the subdivision pattern for the predecessor. Pairs of 
matching brackets [ and] delimit markers which specify 
possible attachment sites for new edges and walls. As in 
the 2D case, arrows indicate the directions of the succes­
sor edges and markers with respect to the predecessor 
edge. The list (3 contains all walls into which a marker 
should be inserted. In addition to the labels for edges 
and markers, a production successor specifies the labels 
of walls which may be created as a result of a derivation 
step. 

The syntax of a production is best explained using an 

example. Production A: 14 - 0 C2(Es]B3 F applies 
to the edge A if it belongs to one or more walls labeled 
1 or 4 (Figure 7a). The predecessor edge is subdivided 
into four edges D, C, Band F. Marker E is introduced into 
all walls of type 1 or 4 which share edge A (Figure 7b). 
During a derivation step, marker E may be connected 
with a matching marker inserted into the same wall by 
another production. As a result, the wall will split into 
two. The dau~hter wall having C as one of its edges 
will be labeled 2, and the wall having B as an edge will 
be labeled 3 (Figure 7c). The Markers E will be con­
nected only if both productions label the daughter walls 
in a consistent way. Otherwise, the markers are consid­
ered non-matching and are discarded. If several walls, 
bounding a cell, split in such a way that the sequence of 
new edges forms a closed contour, a new wall, bound by 
these edges, may be created. In order for this to hap­
pen, all markers involved must specify the same label 
for the new wall , S in this example (Figure 7d). 

The limitation of a production's scope to specific walls 
may create a consistency problem while rewriting edges. 
For instance, assume that walls 1 and 2 share edge A, 
and the following productions are in P: 

PI: A: 1 C E 

P2: A:2 -- AB 
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- - - - -_. 
2 

A 

Figure 8: Example of consistent edge productions. 

Productions PI and P2 are inconsistent since they spec­
ify two different partitions of the same edge. We assume 
that the mBPCOL-systems under consideration are free 
of such inconsistencies. This does not preclude the pos­
sibility of applying several productions simultaneously 
to the same edge. For example, a production pair, 

PI : A:l -- C2[F3]E4 

P2 : A: 2 -- Cs [D 6] E 7 

consistently divides edge A into segments C and E, al­
though the markers inserted into walls 1 and 2 are dif­
ferent (Figure 8). 

According to the above discussion, a derivation step in 
an mBPCOL-system consists of three phases: 

1. Each edge in the cell work is replaced by successor 
edges and markers using . one or more productions 
in P. 

2. Each wall is scanned for matching markers. If a 
match inducing a consistent labeling of daughter 
cells is found, the wall is subdivided. The selection 
of matching markers is done by the system. The 
unused markers are discarded. 

3. Each cell is scanned for a circular sequence of new 
division edges. If a cycle assigning the same label to 
the division wall is found, it is used to bound the 
wall which will divide the cell into two daughter 
cells. If different possibilities exist, the edges are 
selected by the system. 

A wall may be subdivided more than once as long as new 
division edges do not intersect and a consistent labeling 
of daughter walls is possible. In con trast, a cell may be 
divided only once in any derivation step . 

For example, consider the following three-dimensional 
extension of L-system 1. 

L-system 5 

PI : A:l -- Bl [A2]Bl 
P2 : A:2 -- B2[C2]B2 
P3 : B : * -- A 

The starting cell work wand the resulting developmental 
sequence of cell works are shown in Figure 9. In the first 
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Figure 9: Developmental sequence generated by L­
system 7. 

derivation step, production PI divides walls labeled 1, 
and production P2 divides walls labeled 2. The new 
division edges form a cycle which divides the cell with a 
new walllabeled 2. In the subsequent steps this process 
is repeated, generating a pattern of alternating division 
walls. Production pa introduces the necessary delay. 

4.3 Dynamic Interpretation of mBPCOL­
systems 

The dynamic method for interpreting map L-systems 
is extended to cell work L-systems using the following 
assumptions: 

• the modeled organism forms a 3-dimensional mul­
ticellular structure, 

• the structure is represented as a three-dimensional 
network of masses corresponding to cell corners , 
connected by springs which correspond to cell 
edges, 

• the springs are always straight and adhere to 
Hooke's law, 

• for the purpose of force calculations, walls can be 
approximated by flat polygons, 

• the cells exert pressure on their bounding walls; the 
pressure on a wall is directly proportional to the 
wall area and inversely proportional to the cell vol­
ume, 

• the pressure on a wall spreads evenly between the 
wall corners, 

• the motion of masses is damped, and 

• other forces are not considered. 

The position of each vertex is computed as follows. The 
total force FT acting on a vertex X is given by the for­
mula: 

FT = L Fe + L Fw + I'd, 
eEE wEW 

where: 

• Fe are forces contributed by the set of edges E in­
cident to X, 
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• Fw are forces contributed by the set of walls W 
incident to X, and 

• I'd = -hi! is a damping force. 

The forces Fe act along the cell edges and represent 
wall tension. They follow Hooke's law, as in the two­
dimensional case. The forces Fw are due to the pressure 
exerted by the cells on their bounding walls. The total 
force of pressure P exerted by a cell on a wall w has di­
rection normal to wand is equal to p. A, where p is the 
internal cell pressure and A is the wall area. Calculation 
of the polygon area proceeds as in two-dimensional case. 
The pressure p is assumed to be inversely proportional 
to the cell volume, p '" V-I, which corresponds to the 
equation describing osmotic pressure. The volume V of 
a cell is calculated by tesselating the cell into tetrahe­
dra. The resulting differential equations are formed and 
solved as in the 2D case. 

4.4 Development of Epidermal Cells 

The mBPCOL-system 6 desc ribes a division pattern 
which frequently occurs in epidermal cell structures. It 
is based on a cyclic cell work L-system (a slightly differ­
ent formalism) presented in [7]. 

L-system 6 

PI : It.: 123 C3[Etl B2[DtlC3 
P2 : 1t.:4 -+ CB4[FtlC4 
Pa: B:. -+ It. 

P4 : C : . -+ B 

P5 : E:. -+ D 

P6 : F: 123 -+ HGH 

P7 : F:4 -+ H4 [F tlG4[F tlH4 
P8 : G:. F 
pg: H:* -+ G 

The starting cell work and a simulated developmental 
sequence generated by L-system 6 using the dynamic 
method to determine cell shapes are shown in Figure 10. 
Prod uctions PI, P2, P6, and P7 are responsible for edge, 
wall and cell divisions, while the remaining productions 
introduce delays such that the division pattern is stag­
gered . 

5 Conclusions 

This paper presented a modeling method for three 
classes of multicellular structures: planar cell layers, cell 
layers on a sphere, and three-dimensional cellular struc­
tures. In the first two cases, the topology is captured 
using mBPMOL-systems. The 3D case relies on an ex­
tension of map L-systems, called mBPCOL-systems. In 
all cases, the geometry results from a dynamic model 
that takes into account internal cell pressure and wall 
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Figure 10: Developmental sequence of epidermal cells. 
(a) The starting cellwork. (b,d,f) Cellworks immedi­
ately after cell divisions. (c,e,g) The corresponding cell­
works at equilibrium. 

tension. The method is illustrated using a number of bi­
ological models which show good correspondence with 
their natural counterparts. 

The dynamic method for determining cell shapes in­
volves many arbitrary assumptions, such as equal dis­
tribution of pressure between the wall vertices, and re­
duction of wall tension to forces acting along the wall 
edges. It is tempting to introduce more sophisticated 
assumptions concerning physical properties of cells and 
their components. At this time we are not aware of bi­
ological observations which would provide a solid basis 
for such refinements. 

The lack of data presents an obstacle to the modeling 
of three-dimensional structu res using m UPCOL-systems. 
For example, we attempted to model the development of 
a root of Azolla pinna ta, presented in [6] and frequently 
quoted in biological literature, but the available descrip­
tion was too general to be captured in the form of an 
mBPCOL-system. 
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Plate 1: Sim ul a ted developmental seq uence of Microso­
rium linguaej orme. 

Plate 3: Simulated developmental sequence of D,"y­
opte7"is thelypteris. 

Plate 5: Simulated developmental sequence of Patella 
vu/gata. 
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Plate 2: licrophotog raph of Alicrosoriuln linguaejonne 
at magnificaf io n 70x. 

Plate 4: Silllulated developmental sequcllcc of PltasCtlm 
cuspidalum. 

Plate 6: Elect ron microphotograph of Palclla vu/grlia 
(courtesy of \Villem J. A. G. Didus, Ulliversify of 
Utrecht ) . 
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