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ABSTRACT 

We describe ESPLANADE (Expert System for PLAN­
ning Animation, Design, and Editing), a knowledge-based 
animation presentation planner. ESPLANADE receives 
as input a script generated by a separate action planner 
and a set of communicative goals that specify what the 
animation is to communicate to the viewer. The pre­
sentation plan that ESPLANADE creates is a complete 
description of every frame of an animation and includes 
viewing specifications, viewport dimensions, and object 
properties. Instead of treating animation as a flat se­
quence of frames, our approach is to use a top-down task 
decomposition strategy with heuristic reasoning to build 
a frame-based semantic representation of an animation. 
The structure built by ESPLANADE is a hierarchy of 
sequences, scenes, and shots, based on a representation 
used by filmmakers . This approach allows the planning to 
be performed with contextual information that is inferred 
while building the semantic representation and results in 
a better animation . . We demonstrate our system with a 
detailed example of a generated animation. 

KEYWORDS: Presentation planning, computer anima­
tion, knowledge-based graphics, visual language, film 
grammar. 

INTRODUCTION 

In some situations it is appropriate to allow a user of a 
graphics system to control a virtual camera and roam the 
world freely. However, there are other situations where 
specific information must be communicated to the user. 
If the information involves explaining spatial, temporal, 
or causal relations then a well designed animation can be 
much more effective. 

Much of the recent work in computer animation has 
concentrated on the planning of the actions to be depicted 
(e.g. [1,20,31,3]). However, a number of other tasks are 
vital to designing a quality animation. Presentation plan­
ning involves selecting the actions and the order they will 
be shown, and specifying viewing specifications, view­
port dimension and effects. Presentation planning of ani-

mation is a difficult task. Important details must be shown 
in context and unambiguously. Actions that are relevant 
to the presentation cannot be left out, obscured by objects 
or otherwise lost in the background. A viewer should 
not be disoriented or confused by a sudden change of 
viewpoint. Presentation planning also involves making 
decisions about when to show an action in an inset, split 
screen or full viewport, and when to use editing transitions 
such as wipes and fades. 

We are developing ESPLANADE (Expert System for 
PLANning Animation, Design and Editing), a presenta­
tion planner with a knowledge-base of filmmaking tech­
niques. Our research is motivated by the realization that 
films and animations are constructs of a complex yet co­
herent semantic system that has evolved rapidly during 
cinema's ninety-year history [4, 28]. Many of the visual 
elements of a film (e.g., dissolves and close-ups) have 
developed an accepted established usage. Others, like 
the iris mask effect, once popular in silent films, have 
fallen into disuse. We are using the semantics of the vi­
sual elements of film, encoded in heuristics, to direct ES­
PLANADE along productive paths during the automatic 
construction of an animation. 

ESPLANADE takes a script generated by an action 
planner and a set of communicative goals and creates a 
coherent animated presentation automatically. The script 
contains the sort of information that can be generated by 
many planning systems [25]. The communicative goals 
provide ESPLANADE with information about the intent 
[26] of the animation. The ultimate objective of ES­
PLANADE is to generate computer graphic animation of 
sufficient quality that it can be used for presentation and 
instruction by a user. 

In an earlier paper [16] we presented a brief overview 
of some of the techniques used in the filming and edit­
ing of movies, and we discussed some of the research 
issues involved in developing systems that could apply 
these techniques automatically. That paper introduced 
an early version of ESPLANADE and presented one of 
its animations. In contrast, this paper concentrates on 
the strategy and reasoning performed by the current ver­
sion of ESPLANADE. We describe a novel hierarchical 
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task decomposition strategy and the heuristic reasoning it 
uses. We also discuss the internal structures, including an 
object-oriented class hierarchy of film concepts. One ma­
jor addition to the first version of ESPLANADE is the use 
of frame-based reasoning over a hierarchical representa­
tion. Since the underlying representation is richer than 
before, the range of inferencing we are able to perform 
has expanded and the quality of the animation produced 
by ESPLANADE has improved. We also discuss the se­
mantics of several elements of movies and the heuristics 
that result from an understanding of the semantics. We 
demonstrate the use of heuristic reasoning with task de­
composition for presentation planning with sample frames 
from an animation generated by ESPLANADE. 

RELATED WORK 

Several researchers are focusing on the problem of ac­
tion planning to automate the generation of animation 
from high-level descriptions [10,8,29] . Kahn's [15] ANI 
is an early example of using inferencing in presentation 
planning. ANI plans the movement of characters using 
information from an input description of the dramatic ac­
tions in a story and generates a 2D symbolic animation. 
Another system that focuses on the problems of presen­
tation planning was developed by Ridsdale [21] . It has 
an expert system that uses theater directing heuristics to 
plan a character 's motion based on a behavioral model 
of the character, the actions to be performed, other actors 
in the environment and theatrical rules used to direct the 
audience's attention. 

Rubin's Constraint-Based Editor [22] builds movies 
from a set of prerecorded video taped shots. The material 
is recorded using standard video equipment and trans­
ferred to laser disks. Each shot is described manually and 
entered into a database. Rubin's automated editing system 
assembles a selection of shots, applying continuity rules to 
form a coherent visual narrative from a subset of the shot 
database. The system is restricted to static camera shots 
and does not make use of camera position information. 
Several recent papers address the problem of automatic 
viewpoint placement of virtual cameras [9,18,17,14] . 

Our work on ESPLANADE relies in part on the results 
of our previous research in automating the design of static 
images, including the design of sequences of pictures of 
3D actions in APEX [12], and the automatic generation 
of composite pictures that include multiple viewports in 
IBIS [27]. IBIS supports user-controlled animation in 
which the user changes the viewing specification while 
the system attempts to maintain the input communicative 
goals of what is essentially a single shot. In contrast, 
ESPLANADE designs a structured animation containing 
potentially many shots organized in a standard cinematic 
hierarchy of sequences, scenes and shots. 
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ESPLANADE (Expert System for 
PLANning Animation, Design and Editing) 

Our testbed for experimenting with automated presenta­
tion planning, shown in Figure I, includes several mod­
ules, each of which is currently run in sequence after the 
previous one has completed its task. The action planner 
generates a presentation-independent plan of the actions 
in the domain, which we call a script. The input to the ac­
tion planner is a set of action goals that must be achieved 
in the domain. The type of information it generates is rep­
resentati ve of the output of many planners, (e.g., see [25]) 
and includes information used in the planning process 
such as causal relationships between actions. We have 
built several simple planners that generate this input for 
ESPLANADE. 

ESPLANADE's input also includes a set of commu­
nicative goals indicating information about the actions 
and objects in the domain that must be included in the 
presentation. ESPLANADE currently supports commu­
nicative goals that specify that an action is to be described 
or that the causal relationship between two actions is to 
be emphasized. For example, a communicative goal can 
specify that it is important to show that turning knob A 
caused door B to open. One way to satisfy the goal is to 
show the following actions in consecutive shots: (I) door 
B before it opens, (2) knob A, (3) door B opening, (4) the 
act of turning knob A. 

ESPLANADE creates a presentation plan ready for 
viewing. The finished plan includes fully specified view­
ing parameters, the selected domain actions, visual effects 
and viewports. The animation viewer is used to play back 
and render the animation since ESPLANADE does not 
generate its plan in real-time. The domain database uses 
an object-oriented class hierarchy to describe the objects 
in the domain. The database includes component infor­
mation that describes each object and its separate parts 
and can include physical properties, such as geometry, 
weight, temperature, or other properties relevant to the 
domain. The component information also specifies the 
operations that an object can perform. The action plan­
ner, ESPLANADE and the animation viewer each have 
access to the database. 

Task Decomposition and Heuristic Reasoning 

ESPLANADE uses hierarchical task decomposition in 
which a complex planning problem is decomposed and 
solved in a hierarchy of different abstraction levels [24] . 
Hierarchical planners generate a complete plan at a single 
level before beginning work on the next level. The goals 
become more specific when the planner moves to a lower 
level. An example of hierarchical task decomposition for 
motion planning is described by Zeltzer [32] . 

We use the hierarchical structure of a film to define 
the different abstraction spaces for our planner (see Fig­
ure 2). The structure of a film, conventionally imposed by 
filmmakers, is a multi-level hierarchy [4] of sequences, 
scenes, and shots. A sequence is a set of actions that oc-
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Figure 1: ESPLANADE architecture 

Figure 2: Film structure 

cur in the same location. A scene is a part of a sequence 
that shows a set of related actions occurring during the 
same time period and within the same locale. A scene is 
composed of shots, the basic semantic unit of films. Each 
shot is a view of one or more actions made with a single 
camera. 

On the film level, ESPLANADE determines the sub­
ject of the animation and the objects that are in it. On the 
sequence level , ESPLANADE determines the sequences 
that are part of the film. On the scene level, ESPLANADE 
determines the scenes that are part of a sequence and se­
lects a scene structuring formalism . On the shot level, 
ESPLANADE determines the content, viewing specifica­
tions, transitions, and viewport of each shot. 

The hierarchical planning £trategy allows ES­
PLANADE to delay low-level decisions until more in­
formation from high-level goals is available. A non-

hierarchical planner (e.g. [13]) may spend a lot of com­
putation on details before solving goals that are critical 
to the solution. For example, a non-hierarchical presen­
tation planner may attempt to solve for camera place­
ment before selecting the actions to show. Hierarchical 
planners use heuristics or rules to guide the selection of 
an operator (from a set of operators) that will transform 
the current state into the next state. ESPLANADE uses 
heuristics derived from generally accepted filmmaking 
practices [5, 2, 19]. The use of filmmaking heuristics in 
ESPLANADE reduces the planning search space by early 
elimination of solution paths that should not be pursued. 
The heuristics are used to select the various transitions 
(cut, fade, wipe, and dissolve), viewport layout (full, in­
set, and split) , and viewing specifications. 
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Film Level Processing 

ESPLANADE builds a frame-based, hierarchical repre­
sentation of an animation. The hierarchy has a single root 
node: the film. This represents the set of goals that the en­
tire finished animation achieves. The hierarchy provides a 
source of information about each sequence, scene and shot 
as ESPLANADE extends the hierarchy. When planning 
is complete, the leaves of the hierarchy contain informa­
tion about each shot in the animation. This information 
is output to a file that specifies on a frame-by-frame basis 
all viewport positions and dimensions, viewing specifica­
tions, fade levels, and object transformations. 

Sequence Lev~1 Processing 

The level below the root node is the sequence level. ES­
PLANADE analyzes the action planner's script to find a 
set of contiguous actions that occur in the same location. 
These actions are grouped together into a sequence and 
a new sequence node is entered beneath the root. Below 
the sequence level is the scene level. A scene is defined 
in ESPLANADE as a set of actions occurring during the 
same period and within the same locale. ESPLANADE 
analyzes the actions of the sequence to group actions to­
gether into scenes. 

Scene Level Processing 

Filmmakers structure scenes in a variety of ways. For 
example, Sharff [28] has identified seven basic models of 
scene structure used in commercial films : 

Separation Fragmentation of scene into single 
images in alternation (e.g. A, B, A, B, A, 
B, ... ) used to establish relations between 
objects shown separately on the screen. 

Parallel Action Two or more independentnar­
rative lines running simultaneously and 
presented by alternation between scenes. 

Slow Disclosure The gradual introduction of 
context beginning with a close-up shot. 

Familiar Image A stabilizing image periodi­
cally reintroduced without variations. 

Moving Camera Use of a moving camera to 
change view instead of cuts. 

Multi-angularity A series of shots of contrast­
ing angles and compositions (including re­
verse and mirror images). 

Master Shot Discipline The opposite of slow 
disclosure; begins and ends with an estab­
lishing shot followed by closer shots. 

We have implemented three scene-structuring tech­
niques suitable for instructional animation that is intended 
to describe physical actions in a clear and concise fash­
ion. This may require using inset windows, for example, 
which are not often found in commercial films. The se­
lection of a scene structuring technique is based on the 
filmmaker 's preferences and the initial communicative 
goals of the scene. One scene-structuring technique we 
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implemented is the basic master shot discipline. Another, 
a composite of several techniques, was designed by an 
advising filmmaker [30] for use in ESPLANADE; we call 
it the how-to structure since it is useful for showing how 
to perform a task. This technique shows the action in a 
medium shot and uses an inset viewport of an important 
object that must be visible at all times. The third we call 
the causal structure and it uses a form of the parallel ac­
tion structure listed by Sharff to show the causal relation 
between two actions. The structure is designed so any 
change of state appears on screen. If the two actions are 
essentially simultaneous (e.g. pressing a light switch and 
the light turning on) then the resulting shots will contain a 
temporal overlap with each shot showing different views 
of the same time period. 

Shot Level Processing 

Each scene-structuring technique is associated with a tem­
plate that defines the scope l and image content of the shots 
that will form the scene. For example, a scene using the 
master shot discipline uses close-ups to show objects. ES­
PLANADE has one template for each scene-structuring 
technique. The template generates a default specification 
for the shots used in the scene. It is responsible for as­
signing the scope, the object to watch, and the domain 
time period for the shot. We define the center-of-interest 
as an object feature that is centered in the viewport. ES­
PLANADE currently uses a simple rule for assigning the 
center-of-interest and duration to the default shots. If 
an action involves multiple objects then a shot is created 
for each of the objects with each object as the center-of­
interest. The duration initially assigned to a shot is the 
duration of the action divided equally by the number of 
shots used to view the action. 

At the shot level, ESPLANADE performs a "patch-up" 
pass through the shot list to make additional adjustments 
to satisfy the communicati ve goals of the animation. Dur­
ing this pass, some shots are modified and some are re­
moved or replaced. The duration and the starting time 
of shots are changed so that all the actions that must be 
shown to satisfy a communicative goal will be shown at 
the correct time and in an appropriate order. 

For example, if the location of a sequence needs to be 
established, then ESPLANADE will add a master shot to 
the first scene of the sequence. The other shots in the 
scene need to have their start time and durations adjusted. 
Another patch-up involves correcting a sequence of shots 
that does not correctly show the context of an object. If 
a small object is shown in close-up before it is properly 
shown in context, the viewer may find it difficult to locate 
the object in the domain. In this case, ESPLANADE 
inserts a medium shot before the closeup. 

Finally, ESPLANADE determines the transitions be­
tween each pair of adjacent shots using several rules de­
scribed later. At this point in the planning process ES­
PLANADE has a complete high-level description for each 

I The scope describes a shot as either a long shot, medium, 
or close-up. 
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shot used in the animation. The description includes the 
center-of-interest, scope, transitions, viewports, ordering 
and duration. The next step, ESPLANADE's incremental 
phase, provides control over the generation of the frame­
by-frame output primitives for the animation viewer. 

In the following sections, we describe the low-level 
representations used by ESPLANADE and discuss some 
of the processing phases in more detail. 

Image Pipeline and Event Supervisors 

ESPLANADE implements a structural representation of a 
parameterized image pipeline (see Figure 3). The pipeline 
has parameters to control a virtual camera, a fader, and 
viewport dimensions. Each shot is associated with a 
pipeline. ESPLANADE assigns priorities to viewports 
so they will be displayed in the proper order. For exam­
ple, if a full-screen viewport and an inset viewport are 
to be displayed simultaneously then the inset viewport is 
assigned a higher priority to display it on top of the full­
screen viewport. Overlapping viewports are also used to 
create the wipe transition effect. A typical wipe has one 
viewport expanding from the center of a full-screen view­
port until it completely covers the underlying viewport. 
The fader control in the image pipeline is used to set the 
opacity of the image in a viewport. The fader control is 
used to perform fades from black or dissol ves when two 
or more images must blend together on screen. 

Shot:;1 

out-transition 1----, 

Camera model 
Position: x, y, z 
Reference: x, y , z 
Field-of-view: e 

Viewport 
lower-left x, y 
width, height 
priority P1 

Shot .. 2 

..--~ in-transition 

.. · PiPeI'AA;-~ ;;· 

Camera model 
Position: x , y, z 
Reference: x, y, z 
Field-of-view: e 

Fader level 

Viewport 
lower-left x, y 
width, height 
priority P2 

Figure 3: Dissolve event supervisor and image pipeline 

A shot and its associated image pipeline are connected 
by an event supervisor that has the responsibility for con­
trolling pipeline parameters dynamically. There are event 
supervisors for initializing and controlling all dynamic 
cinematic elements; for example, camera movements, 
zooms, scope settings (long, medium, and c1oseup), and 
tr:tnsitions (cut, fade, wipe, and dissolve). Every dynamic 
cinematic element is active between its start time and end 
time and is interpolated between its start state and its goal 
state under the control of an event supervisor. For exam­
ple, if two shots are joined by a dis.solve then a dissolve 

event supervisor is instantiated as shown in Figure 3. The 
dissolve supervisor is responsible for synchronizing the 
changes to the fader level of the outgoing shot with the 
changes to the fader level of incoming shot. 

Incremental Phase 

During the incremental phase, ESPLANADE performs 
all the remaining tasks needed to generate an animation 
except for the rendering. We call this the incremental 
phase because changes to the state of the system, includ­
ing changes to the domain, are caused by events trig­
gered by an incrementing clock. There are several rea­
sons for traversing the data representation before actually 
rendering the animation. Most events are fully instanti­
ated before the incremental phase begins; however, ES­
PLANADE performs viewing specification planning2, for 
example, during the incremental phase. Since decisions 
about a viewing specification must be based on the posi­
tion of objects in the environment, viewing specification 
planning is performed during the incremental phase be­
cause an object's position information can be determined 
for each frame of the current shot. 

ESPLANADE begins the incremental phase after in­
stantiating all the event supervisors. During this phase 
a clock, representing screen time relative to the start of 
the film, is incremented. This causes a set of events to 
be activated. An active event modifies one parameter in 
the image pipeline. When an event is first triggered, the 
parameter is initialized to the start state specified by the 
event supervisor. The parameter is updated every tick 
during the period the event is active. There is a special 
event, called a domain clock event, that modifies domain 
time when the event is triggered. This feature allows 
ESPLANADE to present actions in the domain in an ar­
bitrary order and at any speed. By altering the ratio of 
the domain clock rate to the screen clock rate the speed 
of domain actions can be varied. When a domain clock 
event is triggered at the start of a shot, the domain time 
is initialized to the beginning of the domain time interval 
that the shot will present. The entire domain state must 
be modified to conform to the new domain time. 

After all events have been triggered for the current 
frame and the state of the system has been updated, ES­
PLANADE retrieves the state of the image pipelines and 
the domain state and writes the information into a file for 
the animation viewer. The clock is incremented again, 
triggering a set of events for the next frame of animation. 
The process is repeated until all the frames have been 
processed and output. 

Transitions 

Transitions are used to Jom together two shots. ES­
PLANADE selects a transition from a set of basic tran­
sitions: cut, fade, wipe, and dissolve. The choice of 
one transition over another is based on its semantics in 

2ESPLANADE currently uses default viewing specification 
information that is associated with each object in the domain. 
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common film usage [25]. For example, the dissolve is 
commonly used to join shots from two scenes separated 
by a large time period, while the cut is often used to join 
shots together that are a part of the same scene. A cut 
can also be used by default when no other transition is 
appropriate. We express our heuristics in a rule-based 
production language. A rule is executed only when all 
the condition statements on the left-hand side, represent­
ing the current state of the planner, are true. We present 
here in English-language paraphrase, several rules that 
ESPLANADE currently uses for selecting a dissolve, cut, 
fadein, or fadeout: 

(rule select-dissolve 
if the goal is to find a transition 

and shot-2 follows shot-l 
and shot-2 is 

the first shot in scene-2 
and shot-l is 

the last shot in scene - l 
and difference between 

the time period 
of the events in shot-l 
and the time period 
of the event in shot-2 is 
large 

then the starting transition 
for shot-2 is a dissolve 
and the ending transition 
for shot-l is a dissolve) 

(rule select-cut 
if the goal is to find a transition 

and shot-2 follows shot-l 
and shot-l and shot - 2 are 

part of the same scene 
then the starting transition 

for shot-2 is a cut 
and the ending transition 
for shot-l is a cut) 

(rule select-fadein 
if the goal is to find a transition 

and there are no shots 
before shot-l 

then the starting transition 
is a fade in) 

(rule select-fadeout 
if the goal is to find a transition 

and there are no shots 
after shot-l 

then the ending transition 
is a fadeout) 

Viewing Specifications 

Filmmaking heuristics are also used to plan other high­
level descriptions of a shot, including the scope (long, 
medium or close-up), the camera movement (pan, doily, 
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tracking, or static)3 and the center-of-interest. The de­
scription of a shot is used to constrain the search for an 
exact camera position and path. For example, if the shot 
is described as a long shot of the driver's side of a car 
and it must be centered in the viewport then we have 
identified the half space to locate the camera. Additional 
constraints may specify that the camera must be located 
above the action or that some other object must appear in 
the shot. 

EXAMPLE ANIMATION 

The domain we are using is a simplified model of a coiled 
steel storage warehouse with an overhead crane, a button 
panel, and some rolls of steel. The crane is operated by 
pushing the buttons (up, down, left, right, front, back, 
attach, and detach). The attach and detach button need 
only be pressed momentarily to perform that operation. 
The other buttons must be pressed and held to move the 
crane. The action goals are to move roll-7 and roll-2 with 
the crane. The communicative goals are to show moving 
roll-7 and roll-2 and to show the causal relation between 
pressing the up button when roll-7 is lifted and raising the 
crane's hoist. The script includes the causal information 
that the up button is the agent of change, the pressing of 
the button is the action, the hoist is the object, and the 
hoist rising is the reaction. 

(a) Film level 

(b) Sequence level 

,__--..... Location: Warehouse 

( Film) Actors: Ro11-7. Ro11-2. Crane, Buttons 
, ~ Domain Start time 

Domain End time 

add goal: show location ~----'-....,. Location: Warehouse 
Actors: Rol1-7, Rol1-2, Crane. Buttons 

(c) Scene level 

Location: Warehouse 
Actors: AoU--7. RoU-2, Crane, Buttons 

Location: Warehouse Location: Warehouse Location: Warehouse 
Actors: Crane, Buttons, RoU-7 Actors: Crane, Buttons, Aol1-7 
Action: Move Crane to RoU-7 Action: Attach Rol1-7 to Crane 

Actors: Crane, Buttons. Aol1-2 
Action: Move Crane to Rol1-2 

Figure 4: Top down plan 

3 A pan is a camera rotation about the y-axis; a dolly shot 
uses a camera that moves either towards or away from a static 
center of interest; a tracking shot uses a camera that follows 
along with a moving object. 
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Film Level 

Film level goals include choosing the parts of the script 
to show and determining the objects that participate in 
these actions. Since ESPLANADE has been requested 
to produce an animation that shows the two move roll 
actions, the animation will contain all the objects that 
participate in these actions (roll-7, roll-2, crane, buttons). 
The script and cast of participating objects are put into a 
new instance of the root film node as shown in Fig. 4(a). 

Sequence Level 

ESPLANADE analyzes the script used at the film level to 

(a) Shot level- defautt setup 

identify groups of actions that occur at the same location. (b) Shot level - patch·up 

Since the actions occur at a single locale, a single sequence 
is created. A new goal is added that requires the location 
be shown. The script and participating objects are the 
same as those at the film level , as shown in Fig. 4(b). 

Scene Level 

ESPLANADE's creates a scene for each action that must 
be shown. The resulting scene decomposition is shown 
in Fig. 4(c). ESPLANADE then selects a scene structure 
for each scene. The master shot discipline is selected 
as the preferred scene-structuring technique for showing 
actions. The third scene is structured using the causal 
scene structuring technique to show the causal relation 
between pressing the up button and the lifting of the crane. 

Shot Level 

Since Scene- I , for example, is using the master shot dis­
cipline, the default set of shots has separate shots showing 
each important object in the action as shown in Fig. 5(a). 
By default the shots are arranged in a series with each 
shot's domain time interval ending where the next shot's 
interval begins. 

In the patch-up phase, ESPLANADE analyzes the de­
fault set of shots and makes several changes to satisfy the 
communicative goals and filmmaking continuity require­
ments . These changes are depicted in Fig. 5(b). 

ESPLANADE determines that the show location goal 
needs to be satisfied so a shot of the warehouse is added 
as the first shot to the first scene. A film rule requires that 
a viewer must be aware of the context of an object that 
is shown in a close-up. Therefore, a medium shot of the 
button panel must be added before the first close-up of the 
buttons so the viewer knows the location of the buttons in 
the warehouse when the close-up is shown. 

The animation's transitions are determined from the 
heuristics described earlier. ESPLANADE selects a 
fadein as the transition for the first shot and a fadeout 
for the last shot. Cuts are chosen to join two adjacent 
shots in the same scene. A cut is the default choice to 
join the last shot in the first scene with the first shot in the 
second scene, as shown in Fig. 5(c). 

Incremental Phase 

Events are triggered during each tick. Events inform ES­
PLANADE that the cameras must be positioned and di-

(c) Shot level- after patch·up 

Fadein 

Adjust domain 
start time 

Figure 5: Shot level decisions 

CUt ... 

rected, the fader level incremented, viewports displayed, 
the domain time must be set, and the domain state up­
dated. Once the entire system state is updated for the 
current tick, it is output to a file. With this process a com­
plete animation is generated frame-by-frame and ready 
for presentation with the animation viewer. 

Sample Frames 

Figure 6 shows sample frames from the beginning of the 
generated animation. (The animation frames should be 
read across and down.) The animation begins with a 
fadein (AI) to a long shot of the warehouse (A2). This 
is folJowed by a close-up shot of the crane moving (A3). 
A medium shot of the buttons (B I) was added by ES­
PLANADE as a transitional shot to the close-up of the 
buttons (B2). The medium shot shows that the buttons 
are located near the rolls. The close-up shot of the buttons 
shows the text next to the buttons and which buttons are 
pressed (light). 

A close-up shot of roll-7 is used when the crane is above 
it (B3). The next three shots (Cl-3) show the crane grab­
bing roll-7 and the attach button pressed. (ESPLANADE 
assigned one shot to each object invol ved in the action: the 
crane, the buttons, and roll-7). The six-frame sequence 
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1 2 3 

A 

B 

c 

D 

E 

Figure 6: Selected shots from the example animation generated by ESPLANADE 
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(DI-3) and(EI-3) was generated to satisfy the causality 
communicative goal. First, the crane and the buttons are 
shown before the action occurs (Dl,D2). Then the crane 
is seen as it begins to lift the roll (D3). Since the up button 
must already be pressed to lift the roll, ESPLANADE uses 
a temporal overlap to show what has caused the roll to 
rise. The time period shown in (D3) is repeated so the up 
button can be shown being pressed (El,E2) to reveal what 
caused the roll to rise. The last shot (E3) is a close-up of 
the crane continuing up. 

IMPLEMENTATION 

ESPLANADE is implemented under UNIX using the 
CLIPS version 5.0 production system language [6] and 
C++. The animation viewer and rendering component 
run in real-time on an HP 90001730 TurboVRX, us­
ing 3D polygon-based object geometry, and interprets 
a script created during (non-real-time) execution of ES­
PLANADE. The animation shown in part in Figure 6, is 
564 seconds long (4512 frames at 8 frames/sec) . It took 
700 seconds to plan and consists of 62 separate shots. 

CONCLUSIONS AND FUTURE WORK 

We have described an experimental hierarchical presenta­
tion planner, ESPLANADE, that generates simple ani ma­
tions automatically that fulfill a set of input communica­
tive goals. Task decomposition and filmmaking heuristics 
are used to reduce the search space for planning an anima­
tion. The inherent hierarchical structure of films provides 
a model for decomposing the planning problem into sev­
eral abstract levels. 

Additional rules are being added to improve the ani­
mation. For example, ESPLANADE currently creates a 
separate shot for each object participating in an action. 
If the objects are close together, they will appear in both 
shots. The two shots can either be replaced by a single 
shot of the two objects or the second shot can be modi­
fied so that it will contribute new information about the 
action. We are also implementing additional communica­
tive goals, based on the set used in IBIS [27]. Additional 
scene-structures will be needed to express these goals. 

Currently, each ESPLANADE animation is at least as 
long as the total elapsed time taken by the domain ac­
tions being presented. In fact, an animation may be even 
longer if temporally overlapping actions are presented in 
sequence, as in the example described in this paper. We 
are particularly interested in supporting presentation goals 
that determine properties of the presentation itself, such 
as the length of the animation [15, 23] . This would make 
it possible for ESPLANADE to be told to create an ani­
mation of a specific length or one in which certain actions 
are constrained to occur at specified screen times. This is 
a necessary capability if ESPLANADE's animations are 
to be designed in conjunction with material generated in 
other media such as speech [11]. We think that the use 
of speech is particularly important because it can help 
remove potential ambiguities from the animations that 
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ESPLANADE currently generates. For example, the use 
of temporal overlap and sequential presentation to show 
causality in frames D l-E3 of Figure 6 could be explicitly 
reinforced in spoken narration. 

Another long-term goal involves exploring interaction 
between the action planner and ESPLANADE. The cur­
rent action planner generates a viewpoint-independent 
plan independent of the communicative goals. We would 
like to investigate a planning model that supports inter­
action between the action planner and the presentation 
planner so that actions can be planned in a way that will 
enhance the presentation's satisfaction of the communica­
tive goals. 
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