Using a 3D Puzzle as a Metaphor for Learning Spatial Relations
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Abstract

We introducea new metaphorfor learningspatialrela-
tions—the 3D puzzle. With this metaphoruserslearn
spatialrelationsby assemblinga geometricnodelthem-
selwes. For this purpose,a 3D model of the subjectat
handis enrichedwith dockingpositionswhich allow ob-
jectsto beconnectedSincecomple 3D interactionsare
requiredto compose3D objects,sophisticateBD visu-
alization and interaction techniques are included.
Amongthesetechniquesrespecializedshadev genera-
tion, snappingmechanismscollision detectionand the
use of tvo-handed interaction.

The 3D puzzle,similar to a computergame,canbe
operatedat differentlevels of difficulty. To simplify the
task,asubsebf thegeometrye.g.,the skeletonof anan-
atomic model, can be given initially. Moreover, textual
information concerningthe parts of the model is pro-
vided to supportthe user With this approachwe moti-
vate studentgo explore the spatialrelationsin comple
geometricomodelsandat the sametime give thema goal
to achieve while learningtakes place.A prototypeof a
3D puzzle,whichis designedrincipally for usein anat-
omy education, is presented.

Keywords: Metaphors for spatial interaction, interac-
tive system design, 3D interaction

1 Introduction

In mary areas,learninginvolves the understandingpf
comple spatial phenomenaln engineering,the con-
structionof machineshasto be masteredasa prerequi-
site for maintenancepurposes.To replacea part of a
complex engine,a subsethasto be decomposedn a
well-definedsequenceTl he spatialcompositionof mole-
cules is important in chemistry

Probablythe most complex systemknown to man-
kind is the humanbody Therefore,medical students
have considerabldlifficultiesin imaginingthe spatialre-
lationswithin the humanbody which they have to learn
in anatomy With interactve 3D computer graphics,
basedon high resolutiongeometriomodels thesespatial
relationsmay be explored.To exploit this potential,ded-
icated 3D interaction and visualization techniquesas
well as comincing metaphors & to be deeloped.
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Thebookmetaphomlsa generaimetaphoifor thede-
signof educationasystemss well suitedto structurethe
informationcontentshut is inadequatdor learningspa-
tial relationsby itself. Thisis betterperformedby the at-
las metaphomvhich offers morepictorial contentsandis
often basedon 3D modelswhich can be viewed from
differentdirections[16]. In anatomyfor example,most
of the systemsavailablefor learningspatialrelationsare
basedon this metaphor: Studentsexplore geometric
modelsandrelatedtextual informationin away inspired
by a printed atlas. The leading example is the
VOXELMAN [6] which additionally allows to remove
partsof 3D models.Another more recentsystemis the
ZOOM ILLUSTRATOR [14] which includes generated
figure captionsand sophisticatedstratgies to label 3D
objects—botlof which areinspireddirectly by anatomic
atlases.

However, the atlasmetaphoroesnotimply particu-
lar 3D interactiontechniquesThough3D interactionis
providedto a certainextent,userstudieshave shavn that
studentsunderutilizethesepossibilitiesor are even un-
awareof their existence[12]. Thereforeijt is particularly
usefulto structurethe userinterfaceof sucha learning
systemon the basisof a spatialmetaphorandto provide
specific tasks which necessarily include 3D interaction.

Basedon the abore obsenation, we introducethe
metaphorof a 3D puzzlefor learningspatialrelations:
Userscomposespecificgeometricmodelsfrom elemen-
tary objects.Thisideawasinspiredby anempiricaleval-
uationof theZoom ILLUSTRATOR with physiciansand
studentsof medicine[12]. Sereral studentsexpressed
the desirefor more powerful 3D interactionlike assem-
bling parts of the model.

Thepaperis organizedasfollows: Firstwe introduce
the 3D puzzle metaphorand compareit with a related
metaphoifor spatialinteraction.Then,the basicinterac-
tion tasksto be fulfilled by a learningsystembasedon
this metaphorare presentedin the next section,there-
quirementsfor the visualizationand the 3D interaction
techniquesare discussedWe thenfocuson the realiza-
tion of our 3D puzzle.An informal evaluationbasedn a
scenario in medicine concludes the paper
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2 Metaphors for the Composition of 3D Models

Interactive systemsespeciallynenv andunfamiliar appli-
cations,shouldbe basedon metaphorg2]. Using meta-
phors helpsinterface designersto structurethe design
and supportsusersto handle the system.Metaphors
shouldhave their origin in daily life or in thework ervi-
ronmentof the intendedusers.In the following we de-
scribemetaphorgor the compositionof 3D models.In
particularwe discussthe differencesbetweenthe well-
known construction-kitmetapholandour new 3D puzzle
metaphor

The Construction-Kit Metaphor: This wide-spread
metaphoiis usedmainly in advancedCAD systemsEle-
mentaryobjectsare combinedin varying waysto com-
posedifferentmodels.The designof cars,for example,
is basedon variousCAD modelsfrom differentsources
which are assemblednto virtual prototypesusing so-
phisticated 3D interaction techniques.

An interestingsystembasedon this metaphorwas
developedin the VLEGO project[9]. Userstake primi-
tives, like LEGO bricks, and combinethem at discrete,
predefinedpositionsand angles.Dedicated3D widgets
are provided for all 3D interactiontasks:composition,
separationpicking, andcopying. These3D widgetscan
be handledwith a 3D input device and for mostof the
3D interactiontasks a two-handedinteractionis sug-
gested. Another example is Multigen’s SmartScene
product[11] which hasbeendevelopedfor construction
and constructiontraining in highly immersve erviron-
ments.

In contrastto designing3D-modelsusing the con-
struction-kit metaphar learning of spatial relationsre-
quiresthe userto focuson uniquepartswhich canbeas-
sembledin only one correctmanner Therefore,a new
metaphoris requiredfor the compositionof comple
models from unique elements.

The Metaphorof a 3D Puzzle:A 3D puzzleis afa-
miliar conceptfor the compositionof a specific 3D
model. Consequenththe puzzle metaphoris more ap-
propriatefor this task.Moreover, the clearly statedgoal
of the3D puzzle—toassembl& given3D model—moti-
vatesthe userto focuson the spatialrelationswithin this
model.

This raisesa question\Which aspect®f a 3D puzzle
canandshould(from a users point of view) berealized?
In a puzzle,a setof elementaryobjectsshouldbe com-
posed.The shapeof theseobjectsgivesanindicationas
to which partsbelongtogetherWhenworking with doz-
ensor evenhundredf objects severaldepositye.g.ta-
bles) are usedto sort and composesubsetsObviously,
whendoinga puzzleoneusesbothhandsandhasall de-
greesof freedomof spatialinteraction.In a puzzle,pho-
tosareprovidedto shav how the final composedmage
(or 3D model) looks. Theseimagesmotivate usersand
help them to perform the composition. Theseaspects
should be included in a compusspported 3D puzzle.

Our designhasbeenguidedby the metaphoiof a 3D
puzzlebut differsin somemajorrespectgrom real puz-
zZles:

¢ Our systemis intendedto supportlearning rather
than just preiding entertainment.

« ltisrestrictedasto whatcanbeachievedin realtime
but offers additional possibilitiesin that the com-
puter“knows” how the modelshouldbe assembled.
This can be used tovg guidance to the user

» Textual cues can be irgeated to preide additional
information about the objects being composed.

In anatomyfor instancepbjectshave nameshelong
to regions and organ systemg(e.g. an eye muscle),and
have textual explanationsasto their shapeThisinforma-
tion may be exploited in orderto place objectsin the
right position.

3 Interaction Tasks with a 3D Puzzle

In this sectionwe describehetaskswhich needto beac-
complishedn orderto realizethe metaphoiof a 3D puz-
zle for learningspacialrelations.Actually, therearetwo
kinds of users:

« authors who prepare models
Theauthorsegmentsthe modelor refinesanexisting
structure,definesthe position, shape,and color of
docking points; and assigngelatedtextual informa-
tion. Furthermorehe or shedecideson the level of
difficulty (which objects are composedinitially,
which usersupportis madeavailable,e.g.snapping).

« studentswvho use the praded information space
Studentsare able to adjustthe level of difficulty in
askingthe systemnfor assistancandadditionalinfor-
mation. They are, however, not allowed to change
the structure of the prepared model itself.

In this paperwe restrictoursehesto describinghow
studentsxploretheinformationspaceandassumehatit
is carefullydefinedby anauthor For studentsometypi-
cal interaction tasks include:

Reca@nition of objects: Two factorsare crucial for
the identificationof objects:to be ableto seean object
from all viewing anglesandto be ableto inspecttextual
informationasto spatialrelations(e.g.name description
of shape).Therefore,direct manipulationof the camera
is requiredto be ableto inspectindividual objects.From
theexperiencePreimetal. describedn [13] we hypothe-
size that visual and textual information mutually rein-
force one another in theirfett upon the vieer.

Selectionof objects: The selectionof 3D objectsis
the prerequisitefor 3D interaction.Picking, typing the
objecthameandchoosinghe namefrom alist arepossi-
ble interaction techniques for this task.

Grouping of objects: The studentmust be able to
createand managesubsetsof the total set of objects.
Thesesubsetshouldbe placedin separateviews which
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Figure 1: Overview of theinterface:In theleft view sinavs andbonesare composedyhile in the
right view musclesarerandomlyscatteredThe small panelon theleft providesan over-

view on all views.

canbe namedby the user Within theseviews, 3D inter-
actionis requiredto enableusersto explore this subset.
As not all views might be visible at the sametime, an
overview of existing views is crucial.

Transformation of objects: The transformationtask
includestranslatingandrotating3D objects.Sincethisis
the tasksthe studentis requiredto spendmost of the
time on, the successof learning the spatial relations

* shadavs

« occlusion of objects

« partial occlusion of semi-transparent objects
« perspectie foreshortening

¢ motion parallax

 stereoscopic viging

Someof thesedepthcues suchasocclusionandper-

highly depends on the selected interaction techniques.spectve foreshorteningare part of standardrenderers

Docking of objects: The final goal of exploring, se-
lectingandtransforminga setof 3D objectsis to assem-
ble objectsatthe“right” dockingpositions Lessolvious
is that objectssometimeshave to be separatedFor in-
stancejf objectsin deepetayersmustbeassembledirst
but have beenforgotten,objectsin the outerareasmay
have to be decomposedb allow objectsto be placedin-
side.

4 Visualization and Interaction Techniques

After describingthe interactiontaskswe now focuson
what is necessaryo supportthe userin perceving the
spatial relations.

4.1 Visualization of the 3D model

A 3D puzzlerequirespreciseinteractionin 3D andthus
the simulation of depth cuesand 3D interactiontech-
niguessimilar to thosein the real world. Humansper-
ceive depth-relationsparticularly from the following
depth cue$l8]:

andareimplementedn hardware.Shadaev generatioris
usually not supported. In an evaluation, Wanger
etal.[17] demonstratethata shadev castontheground
is the mostimportantdepthcuefor distanceestimation
and shaperecognition.Therefore,we developeda spe-
cialized viev which prosides shade projection.

On graphicsworkstationswith hardware-basedal-
pha-blending,the display of semi-transparenbbjects
andstereoscopiwiewing is alsofeasiblein real-time.As
demonstratedn [7], motion parallaxcan be usedmost
efficiently if the userhasdirect control over this effect.
Thus we incorporatedinteractiontechniqueswhich al-
low the userthe parallelmanipulationof cameraandob-
jects. Even though usercontrolled motion parallax is
perceved, binocular disparity provides a strong addi-
tional depth cuér].

4.2 Interaction with the 3D model

On the basisof a comprehensibleendition of objects,
3D interactionis possible.The designof 3D interaction



techniguegnusttake into accounthow humansinteract
in therealworld. Thefollowing aspectsareessentiafor
interaction in the real arld:

Collision detection: When one object touchesan-
other it is moved away or will be deformed.Underno
circumstancesanoneobjectbe movedthroughanother
without deformation.We regard collision detectionas
one of the mostimportantaspectf 3D interactionfor
the puzzlemetaphorHowever, thisis a challengingtask
if complex non-cowex objects are wolved.

Two-handed interaction: Peopletend to use both
handsif they manipulate3D objects[3]. In medicine,
two-handedinteraction has been successfullyapplied,
e.g.,for pre-operatie planningin neurosugery Hinck-
ley etal. arguein [4] that for the interactiontasksin-
volved (e.g. explorationof a brain with free orientation
of headand cutting plane),the mostintuitive handling
canbe achieved with two-handed3D interactionwhere
the dominanthand doesfine-positioningrelative to the
non-dominanthand. In an empirical evaluation they
demonstratedhat physiciansusetheseinteractiontech-
niques diciently after only a short learning period.

Tactile feedback: When we graspan object we re-
ceivetactilefeedbackvhich enablesisto adaptthe pres-
sure to the material and weight of the object. Tactile
feedbackrequiresspecialhardware,suchasdatagloves
with forcefeedbackTo avoid the overheadwith suchan
input device, we have not integratedthis techniqueso
far.

5 The Realization of the 3D Puzzle

The 3D puzzleincorporateghe visualizationandinter-
action techniquesdescribedin the sectionbefore. Our
prototype is basedon polygonal models (30,000 to
50,000polygonsseggmentedinto 40 to 80 objects).The
softwareis written in C++ usingOPEN INVENTOR and
OPENGL.

In additionto techniquesequiredto enableusersto
composemodels, some methodsfrom technical and
medicalillustration have beenaddedto furtherimprove
the understandingf spatialrelations.In particulay stu-
dentsshouldbe supportedn the explorationof the final
modelbeforeandduringthe composition As mentioned
above, theintegrationof namesandshortexplanationds
essential for the understanding.

For learningpurposest is alsocrucialthatit is nei-
thertoo easynor too difficult to attachobjectscorrectly
As theappropriatdevel of difficulty stronglydepend®n
the task—themodelto compose—andhe user enough
flexibility must be preided to tailor the system.

The puzzle startswith two views: the construction
view in which theusercomposeshemodelanda deposit
view in which objectswhich do not belongto the con-
structionview are randomlyscatteredThe initial posi-
tion of the objectsis adjustedsuchthatthey do not over-
lap (seeFigurel). In orderto enhancehe overview, an
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Figure 2: Explodedview of the partly composednodel
Already connecteddocking points are inter-
connected by lines.

individual namecanbeassignedo eachview, e.g.to cir-
cumscribe the subset of objects.

5.1 Recognition of objects

To improve the recognitionof objects,we developeda
shadav view with alight groundplaneThis groundplane
is scaled such that all objects cast a shadav on it
wherebythe orientationremainsfixed with regardto the
cameraFurthermorewe provide a detailedview like an
insetin technicalillustrationsto allow the userto focus
on the currently selectedobject. The objectin this view
is presentedlightly enlagedwithout any occludingob-
jects; it is rotatedautomaticallyto facilitate the percep-
tion of the shape (see the upper right of Fi@d)re

To further supportthe recognitionof objects,they
are highlighted when touchedby the pointing device.
The object nameand category (e.g. muscles)are dis-
playedin the upperpart of the viewer (seeFigurel). A
double-clickyields a shortexplanationasto the position
andshapeof this object. The structureof theseexplana-
tionsis inspiredby anatomicalatlaseswvherethis infor-
mationis provided to supportthe understandingf the
images.

In technicalillustrations, exploded views are pro-
vided to improve the recognizabilityof objectsand to
enableusersto becomefamiliar with the spatial rela-
tions. In anatomy explodedviews reveal how bonesare
attachedo eachother—animportantaspect(in manual
drawings, as canbe found in books,bonesare deliber-
ately separated)Explodedviews arerealizedby scaling
down all objectsat their original positions,thusleaving
empty space.The transitionto this view is shovn in a



continuouschangeto be easily understoodAs the con-
nectvity andgroupingof objectsis known from the def-
inition of contactpointsit canbe consideredn the gen-
erationof explodedviews. We use this information to
visually connectthe docking pointsof the alreadycom-
posed objects by lines (Figuzg.

Motivatedby the photoson the packageof areal 3D
puzzlewhich help the userto find the right placefor a
puzzlepiece ,we provide afinal view wherethe modelas
suchis displayed.The usermay freely manipulatethe
cameraandexplodethemodelto exploreinsightobjects.

We alsointegratedstereo-renderingrhichis realized
asanextensionof the Silicon GraphicsX-Sener andre-
quiresthe useof shutterglassedo perceve the stereo-
scopic images.

5.2 Selection of objects

Selectionby picking with a pointing device is the inter-
actioninspiredby the real 3D puzzle.Picking is useful
but limited to objectswhich arevisible andrecognizable.
Possiblealternatvesareselectiorby nameor from alist.
Sincetyping long anatomicnamesis tedious,an auto-
complete mechanismis emplo/ed to expand names.
Whenoneof thesetextual interactiontechniquess used,
the selectedobjectwill be highlightedto provide feed-
back.If the objectbelongsto a view currentlyoccluded
it is sentto thefront to make it visible. Moreover, the ob-
jectmightbeoccludedwithin its view. If thisis thecase,
it is moved continuouslytowardsthe viewer until it is in
front of otherobjects.In addition,semi-transpareyaan
be used,so that all objectsexceptthe one selectedby
name are semi-transparent.

5.3 Grouping of objects

For the managemenof the objects,subsetanbe cre-
atedand attachedo an unlimited numberof 3D views.
For this purpose multiple selectionof objectsis possi-
ble. In addition,all objectsin aregion or categyory might
be selected.The command‘createview” opensa new
view and moves all selectedobjectsto this view while
therelative positionof the objectsis presered.An over-
view with icons for all views is presentecto enable
switchingbetweerthem(recallFigurel). In orderto en-
hancetheoverview, anindividual namemaybe assigned
to eachview. While the final view is read-only objects
canbe exchangedetweerthe otherviews by drag-and-
drop (objectsmay be droppedeitherin the views or the
corresponding icon in theverview).

5.4 Transformation of objects

The transformatiorof selected3D objectsis performed
by direct manipulation of a surrounding3D widget
(Figure3). This Transformermanipulatorfrom OPEN
INVENTOR malkesit possibleto translateand rotatethe
attachedbjectwith a 2D mouse However, with a stan-
dard2D mouseusersoftenneedto decompos@&D trans-
lationsandrotationsin sequentialD transformationslt

= e D] ) jelbj

File Edit Search Show Dropboard Options Layout

> Top

Rots oty [E—rrorm]

Dolly

Figure 3: An object has beensnappedat one dockinc
point. The transformations now restrictedto
the rotation to correctly orient this object.

is more effective to use several degreesof freedom
(DOF) simultaneoushike in reality. For this purposea
3D mouse (Logitech Magellan) can be employed. To
avoid unnecessarilycomplicatedmanipulationswhich
may frustratethe user the rotationof the objectsis con-
strainedo stepsof 45 degreesWith this constraintusers
still have enoughpossibilitiesto rotatean objectincor-
rectly. During transformationtheinsetoffers a different
view onthe manipulatedbject(seethe upperright cor-
ner in Figure3).

Collision detection

Collision detectionprevents objectsfrom being moved
through others. When objects collide they are high-
lighted for a momentto provide visual feedbacklf the
usercontinuegto attemptto move an objectthroughan-
otherone,an acousticsignalis initiated andtextual out-
put is provided in the statusline. We incorporatedthe
softwarelibrary V-COLLIDE [8] for collision detection,
which accomplisheghis testin a robust manner The
software also provides an interface which allows us to
determinepreciselyon which objectsthe testis carried
out. Thus,we restrictcollision detectionto the currently
manipulatedbject,reducingthe processindoadconsid-
erably
Sincetheobjectsin our puzzlecannotbe deformedt

is difficult to placean objectimmediatelybetweentwo
others.Normally, collisions cannotbe avoided by the
userin this case.Therefore,collision avoidanceis dis-
abledautomaticallyif dockingpointsareaboutto snap,

but collisions are still detected and reported to the user

Semi-transparent shadow volumes

A particularly useful techniquefor supportingthe user
during objecttranslationis to connectthe objectandits
castingshadaev visually. Theresultantshadev volumeis



Figure 4: To easethe positioningtask,a semi-transpa
entshadev volumeis renderedor the manip-
ulated object.

renderedy semi-transparersurfaces As statedin Zhai
etal. [18], semi-transparentolumesfacilitate the per-
ceptionof depthrelations.Thus the correspondencef
the objectandthe attachedshadev volumehelpsto rec-
ognizethe spatialrelationbetweerthe objectandits im-
mediate neighborhood (sE&gure4 and Figure).

5.5 Composition and separation of objects

Objects are composedcorrectly if the docking points
(e.g.spheresjoucheachother To easethis task,a snap
mechanismis included (Figure3). With snappingen-
abled,objectssnaptogetherif their distanceis belov a
giventhresholdIf morethanonedockingpointis in the
immediatevicinity the behaior dependn the authors

predeterminationIf incorrect connectionsof objects
have been permitted, the object snapsto the closest
docking point regardlessof correctnessOncean object
is attachedthe samealgorithm preventsthe userfrom

detachingt inadwertently With a quick maovementhow-

ever, separatioris possible.A techniquewe referto as
“reversesnapping”’makesit difficult to attachan object
to awrongdockingposition.The oppositeobjectactsre-

pulsive by increasinghe control-display-ratidor move-

ments towards an inappropriate docking point. Cur-

rently, the authordefinesin the configurationwhetheror

not these mechanisms are enabled.

Shapeand color of the docking points give addi-
tional cuesasto which objectscanbe connectedUnlike
real puzzleswhere only two objectsfit together we
found that providing the samedocking points for well-
definedgroupsandpairsof objectshelpsto transmitcor-
respondences—andonsequentlyspatial relations—in
an easilyunderstandablenanner Neverthelessdocking
pointsshouldbe simpleto distinguishandsimplein ge-
ometry such as tetrahedrons, cubes or spheres.

5.6 Camera contr ol

The virtual cameracanbe manipulateddirectly with the
3D mousearounda point of interestwhichis initially set
to the centeramid the objects.Additional control pro-
vide the OPEN INVENTOR widgetsaroundthe viewport.
Wheel-widgetsmale it possibleto changeazimuthand
declinationangleandto zoomin andout. Cameracon-
trol canbe realizedby intuitive two-handednteraction
enablingthe userto simultaneouslyrotate, zoom and
pan.

5.7 Two-handed interaction

Our 3D puzzlesupportsthe simultaneousiseof two in-
put devices—a3D mouseanda 2D mouse.The use of
thesetwo input devicesinvolvestheusers bimanualmo-
tor skills enablinghim or herto performdependensub-
tasks in compound tasks).

In one configurationthe 3D mouseis usedexclu-
sively to rotate the cameraarounda point of interest
(POI) andto control the distanceof the camerato this
POl—a simultaneousmanipulationof four degreesof
freedom.The 2D mouseperformsall otherinteractions
like picking, selectionfrom lists andthe menu,and 3D
transformationwia the 3D widget. To provide intuitive
interaction, people may use their non-dominanthand
(NDH) for thecameramanipulationtask—anorientation
taskwhich is carriedout with the NDH alsoin thereal
world—and the dominanthand (DH) to selectcertain
objectsfrom the sceneThis separatiorof concernss in-
spired by Leblanc edl. [10].

Another configurationenableshe useralsoto con-
trol translationand rotation—includingconstraints—of
a selectedobjectwith the 3D mouse.Here,the camera
may be manipulatedvith the 3D mouseaslong asthere
are no selectedobjects.Thusthe usermay explore the
scenewith the NDH, pick anobjectwith the DH andro-
tateit with the NDH, finally placingit by translatingthe
attached 3D widget with the DH.

6 Adapting the Le vel of Difficulty

Usually interactive systemsshouldbe aseasyto operate
aspossible However, with the 3D puzzleit shouldtake
sometime to succeedecausehe time spenton solving
this taskis probablyrelatedto the learningsuccessOn
the otherhand,usersmight becomefrustratedif it is too
difficult to succeedl15]. There are two stratgies by
whichthelevel of difficulty canbe adaptedby “scaling”
thetaskto be solved,andby providing supportfor solv-
ing the task.

To scalethe task, the compositioncan be restricted
to objectsof certaincateyories(e.g.bones)andregions
(e.g. eye muscles).Also, the compositioncan be per-
formedat several levels. At the beginners’level, objects
arerotatedcorrectlywhenthey are droppedto the con-
structionview. The taskis thusrestrictedto the correct
translationof the object. To increasethe level of diffi-
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Figure 5: Assemblingthe right humanknee. The sys:
tem provides additionaltextual infomationto

the selected item.

culty, rotationcanbe allowed but is constrainedo steps
of 45 dgrees as mentioned before.

Additional supportis provided by the displayof tex-
tualinformationfor a selectedbject(e.g.musculugpro-
cerus,eye muscle)andthe mechanism$or snappingand
reverse snapping.

7 Scenarios

Originally, the 3D puzzle was intendedto enablestu-
dentsto explore andcomposegeometricmodelsin their
entirety asit is required,for example,in anatomyHow-
ever, the 3D puzzle hassomeflexibility to restrictthe
taskto subsetsf the model. Moreover, the puzzlecan
also be used to decompose a model.

In anatomyour systemhelpsmedicalstudentsn the
preparatiorto the dissectiorof cadaersandcanalsobe
usedto preparefor exams. As an example, Figurel
shavedthe modelof theright humanfoot wherebones,
sinevs and musclesare to be connectedln Figure5 a
kneeis assembledyhichis a usefulpreparatiorto inter-
ventionsin this area.The decompositiorof modelssup-
ports the rehearsabf sumgical proceduresand prepara-
tion tasksin which objectshave to beremaovedto expose
a particular part.

In car mechanictraining the specificsetupof com-
plex engineshasto be masteredAs an examplewe pre-
paredthe model of a six cylinder engineand discussed
the scenario with mechanical engineers.

Anotherfield wherethe 3D puzzlecanhelpto ease
the understandingf spatialrelationmight be chemistry
As statedn [1] theinteractize work with complex mole-
cules helpsto gain new insights of moleculardesign.
Puzzlepieces suchasproteins,might be composedn a
specificway to form new drugs.In contrastto the other
scenarios this has not been tested yet.

8 Informal Evaluation of a medical example

We have carefully discussedhe 3D puzzlewith two re-

cently qualified physicians and four medical students
who have somecomputerexperiencebut had not used
learning systemsand 3D interactionbefore.Physicians
are at first glanceover-qualified as usersof our system.
However, as their anatomy coursesdate from former

days the 3D puzzle can be usedto refresh anatomic
knowledge which is useful, for instanceto performa

certain interention.

After a shortintroductionto the systems goal and
functionality we asled all six candidatego explore a
geometricmodel of a foot andfinally to composemus-
cles and sinewns onto the skeleton.For the composition
snappingaswell ascollision avoidancewasenabledand
translationaswell asrotationwasrequired.After only a
shorttime, the subjectswvereableto benefitfrom the 3D
input device andusedit in parallelwith the 2D pointing
device which seemeduseful to them for zooming the
camera and rotating the model at the same time.

Attachingthe musclesandsinavs—25objectsin to-
tal—to the skeleton took them approximatelyhalf an
hour. This amountof time was deemedacceptableor
this task.

For the compositionit turned out that a frequent
changebetweenmanipulatingthe viewpoint and trans-
forming the selectedobjectis necessaryThe modehas
to be changedwhich requiredthe userto interruptthe
manipulation. As a consequencethe mode may be
switchedwith a button of the 3D input device andaddi-
tionally in each vier.

All subjectsliked the managemenbf the different
depositsSnappingvasconsideredo beessentialSome
of themalsowould like to have the systemableto com-
poseautomaticallya subsebf themodelin ananimation
and then do the same task themaglv

Furthermorethe evaluationturnedout thatthe com-
posite 3D widget usedfor translatingand rotating ob-
jects (recall the left window of Figurel) doesnot intu-
itively corvey how to utilize it. Three subjectshad
difficultiesto initialize rotation.For novice usersan ex-
plicit representatiomight be more appropriate After a
shortexplanation,however, all of themmasteredll de-
greesof freedomto transformobjectsand succeededh
completingthe puzzle having fun wheneer they were
informed that an object had been attached correctly

9 Summary

We introducedthe metaphorof a 3D puzzlefor learning
spatialrelationsanddiscussedts implication. The meta-
phor of a 3D puzzleguidedour designandled usto in-

corporateadvancedvisualization and interactiontech-
nigues to enable studentsto compose 3D models.
Furthermorea prototypewasdevelopedandrefinedac-
cordingto aninformal evaluationto demonstrat¢hefea-
sibility of this concept.With the metaphorof a 3D puz-
zle, usershave a precisetaskinvolving spatialrelations.



The puzzletaskprovidesa level of motivationfor learn-
ing which is hardto achieve with othermetaphorsDif-
ferentlevels of difficulty are provided to accommodate
userswith differentcapabilities.The 3D puzzleof ana-
tomic modelsis of interestfor studentf medicine but
alsofor studentsof physical educationand physiother-
apy who needanunderstandingf somestructuresnside
the humanbody The developmentof our systemhas
been accompaniedby informal usability tests which
yieldedpromisingresults.We intendto performa rigor-
oususabilitytest.In particular theuseof two-handedn-
teraction,the snappingmechanismsand the effects of
the differentlevels of difficulty on the performanceand
satisfction are beingwaluated.

The 3D puzzle supportsthe perceptionof shapes,
relative sizes,andotherspatialrelationsat a glance.For
educationabr maintenanc@urposes wealthof textual
information,e.g.,aboutobjectsandtheir meaningabout
possible complications in repair tasks are required.
Therefore studentdenefitfrom the 3D puzzleafter hav-
ing a clear understandingof the object to be studied.
Thus a 3D puzzle cannotreplacetraditional teaching
materials and methods.

We will extendour systemto adaptthelevel of diffi-
culty automatically For this purposeijt is recordechow
mary objectshave beencomposeduccessfullyhow of-
ten the userfailed and how long it takes him or her.
Techniquedor the adaptatiorof the 3D puzzlemight be
derived from computergameswhereit is quite usual
(andoften attractize) that the level is adaptedafter suc-
cessful completion of certain tasks.
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