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Abstract need to be controlled for complex human motion
does not make [performance animation] a viable so-
We present a novel input device and interface for in-  lution for realistic looking animation[19, pg.28].

teractively controlling the animation of graphical human _ _ o

character from a desktop environment. The trackers af@" this reason, real-time animation of more complex
embedded in a new physical design, which is both simp@P characters is typically done by motion captuire! [20],
yet also provides significant benefits, and establishesV§'€re an actor is cc:yered In Sensars, and her joints
tangible interface with coordinate frames inherent to th@® mapped directly (“literally”) onto the corresponding
character. A layered kinematic motion recording strat®ints of the character. However, this requires a non-
egy accesses subsets of the total degrees of freedomtidyial post-processing stage to correct for the differences
the character. We present the experiences of three noviggfween the body proportions of the actor versus those of
users with the system, and that of a long-term user wHbe character |6, 11]. In the case of an imaginary crea-

has prior experience with other complex continuous inturé with a completely different body type, this issue be-
terfaces. comes even more difficult or impossible. Furthermore,

) . ) motion capture requires a costly, elaborate hardware stu-
Key words: Interactive character animation, Input de-yiq setyp limiting its accessibility and making “retakes”
vice, Motion capture, Expert user interaction, Tangibl&,onyenient. Many of the bottlenecks stem from the es-
interfaces sential limitation that, although this type of motion cap-
ture works in real-time, it is not interactive.

o . . , . A fundamental characteristic of performance anima-
Performance animation is the interactive creation of an; . +hat differentiates it from the above approach is its

matl_on whereby the user mqnlpulates an |_nput device mghly interactive nature. The live continuous feedback
continuously control the motion of a graphical characte&f performance animation allowson-literal mappings,

in real-time, and at the same time is provided with Im'meaning that the motions of the user do not have to mir-

mediate feedback displgying the animgtion asitis beinlq)r those of the character. This non-literal approach has
created([28, 21]. The animator is effectively a puppeteefa o geq in a variety of interesting and creative ways,

the computer graphics character is the puppet, and tg,, 115ying an actor's hands and feet control a cartoon

mapping defines how the puppet is virtually strung. IrQ/vorm character[[7], to the impressive interactive con-

principle, mappings can range from the simple trigger—rol of a dynamic 2-D simulation by mouse and keyboard

ing of scripted actions, to a continuous, low-level contro 16]. Furthermore, contrary to the claim quoted earlier

over the character. Itis in Ic.)w'-level cqntrol that we ar egarding the limitations of performance animation, we
interested, as that does not limit the animator to a specifi¢ \«nd and demonstrate that by capitalizing on the in-

S?t ofpre-animate_d motions_, and_furthermorg affords hirf%ractive feedback loop, it is even possible to design a
with the opportunity to provide his own detailed humang 5 ime interface for low-level control of complex 3D

input. o
- . o . character animation.
The difficulty with this kind of control, however, is

providing an interface to the very large number of de2 Approach

grees of freed(_)m (DOF) of the graphlcal_ output. In faCtWe achieve this within a desktop environment, using less

ithas been claimed that performance animation than one tenth the number of sensors typically used for a
[...]is particularly appropriate when the characters motion capture session. By combining an appropriate in-
to be animated are simple and their range of move-  put device design together with a multi-layered motion
ment limited [..] The great number of DOF that recording approach, we can use two 6-DOF Polhemus
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Figure 1: DIGITAL MARIONETTE: Performance anima-
tion is a method of creating animation in real-time: The
user manipulates real-time input devices to interactively
drive the motion of a computer graphic (CG) character,
and is provided with immediate feedback displaying the
animation as it is being created. Our animation interface
can be operated within a desktop environment.

2. conception and specification of a strategy for map-
ping to the character’s joint angles.

In the remainder of this paper we discuss our solutions
to these issues, followed by a discussion of the resulting
animations and user experience.

3 Input Device Design

The Polhemus sensors are small, oddly-shaped devices,
about 2¢m long, and very lightweight. Each tracker
provides a 6-dimensional input vector consisting of po-
sitional and orientation information relative to a (fixed)
source emitter.

Directly manipulating the translation and orientation
of the sensors is awkward, as the small size and shape
of the sensors makes them prone to slip, and hard to ma-
nipulate accurately over a continuous time window. Also,
when the cables get too curled, then their stiffness usually
causes the sensors to flip around, slipping on the user’s
fingers, unless the user grips really tightly. But gripping
tightly makes it harder to maneuver fluidly.

motion trackerd [22, 18] to provide the user with real-time
continuous interface to the 30-DOF joint angle space of
an articulated 3D character. As will be described later, the
multi-layered approach consists of partitioning the char-
acter's degrees of freedom into groups, e.g. left arm,
right leg, etc., and designing bimanual mappings from
the input device to the group. Most of these mappings
are partially symmetric in the sense that they may have i
the same general task (e.g. during the leg mapping, each O itatEn
hand controls one of the legs), but different specific goals

(e.g. each leg will have a different desired motidn) [15].

Furthermore, the bimanual task has the advantage of be-

ing visually integrated [4] by the simple fact that each leg

clearly belongs to the same character. On the other hand,

the spine mapping makes use of asymmetric bimanual

mappings in accordance with Guiard’s Kinematic Chain

theory [12] as applied within a computer graphics context.. ) o
[5]. In particular, as will be explained in more detail Iater),?:lgure 2: Bamboo Tubes For 3D Animation: The upper

the left hand is used for the joint which is closest to théﬂ;(;to sh}:)WS th? gbs]er h:ldmgkong Of th; two mfl;: mbgs'
root of the hierarchy (the lower back), thus providing the*/tough not visible, the tracker is in the top of the tube,

reference frame for the joints controlled by the right hané’;?rhtze user Ij ﬁ’;gfrs‘tf elow, cy Imfer ’izns,"exi :O :Ze
(upper baCk and neCk) 18 ones ilustrates tne mapping irom tne input to the

. . hip rotation, which keeps the thighs parallel to the tubes
Together, these elements contribute to making our SYSremselves

tem extremely efficient, allowing an experienced user to

create the motion parameters of a 1-minute long characterys therefore redesigned the input device, with respect

animation in under 10 minutes (see Figufe 5).

to both its geometry and physical characteristics, by em-

In designing this interface, two critical issues needegledding the trackers in cylindrical bamboo tubes, 15-

to be solved:

20cm in length, and about&n in diameter. The up-
per part of Figurg ]2 shows the user holding onto the

1. development of an effective way of acquiring usebamboo stick input device. This is related to other ap-

input, and

proaches taken for embedding trackers in outer shells



[1,[10,[13,14]. However, this new design provided es4 Filtering

sential advantages in making the system easier to use bo{fihough the mass of the sticks can indeed dampen the

accurately and, ultimately, in a more natural manner fojhysically generated jitter, another source of input noise

the task of interactive character animation, as we now digpmes from the sensor readings themselves, e.g. as

cuss. caused by the presence of electromagnetic devices in the

3.1 Grip environment. It is therefore still very important to be
o . able to filter the raw input signal in some way. Let

Our tubes afford the user bogfowerandprecisiongrips o esent the value received for one of the input parame-

[17, Ch.2][24]. Interestingly, we found that the iNexpe-gr ot time step;. Then the corresponding filtered value
rienced or untrained subjects would naturally hold th%‘ = f(s,%i1,...,70) We USe is given by

interface devices in a power grasp. As the primary test
subject became more advanced, the precision grip was= yi—1 + (1 — @)(yi—1 — ¥i—2) + a(z; — x;—1). (1)

used more often, and still quite naturally; the sticks a8 e can interpret ETL) as forcing the output velocity to

sufficiently light that they can be held without needing t(}fe an average of its previous velocity with the most re-

engage all five fingers. The same device design is Wec_ent input velocity, thus adding a “viscosity” term to the
suited to accommodate both phases, and the bamboo h P Y, 9 y

a . . .
been described as being very comfortable to hold. Noou%put motion. This has been found to work quite well

that adding buttons to the device, as is often done, ¢ Rr our purposes, though for d|ffer_ent an_lmatlons, a dif
. L L . . ferent filter might be more appropriate. Figlite 3 shows a
make it much harder to maintain a precision grip while . : .
o : . sample of raw and filtered input data. Setting a value for
moving it through the orientations necessary for the ani-~ . . . .
mation task a will be discussed in Sectidn 6.6.

3.2 Coordinate Frame: Cues

The cylindrical input device provides visual and tactile
cues indicating a reference frame with a “long-axis,
as well as axes of symmetry. These kinesthetic fees
back cues [13] establish a tangible interface to coordina
frames inherent to the character. For example, rotatir Tracker [
the input tube around its long axis can correspond to r¢ Pitch
tating a virtual object such as the humerus or thigh bor
around its long axis as well, as shown in Figufe 2. Thi
modification was very helpful in the development and us

of the mappings.

The mass of the bamboo also provides orientatio
feedback, by making the tubes naturally gravitate towarc
their neutral vertical orientation. Reorienting the axes so
that the cable emerges from the bottom of the tube eil&igure 3: Filtered Input Signal: The solid line shows raw
courages holding the tube upright, again emphasizingiaput data of one of the Polhemus tracker parameters.
sense of the neutral orientation, as well as differentiatin@he dotted line shows the corresponding filtered data for
between the upwards and downwards directions, while = 0.8.
visually retaining the existing symmetry along this axis.

Time

3.3 Inertial Resistance and Smoothing 5 Layered Motion Recording

Hinckley points out that input tools with mass provideMulti-tracking— the recording and re-recording of vari-
kinesthetic feedback due to gravity and inertial propertiesus instruments in separate tracks— has been used in the
[13, Section 4.6]. This feedback— primarily the feelingmusic recording industry for many years. Applying this
that one was actually holding on to real object, rather thastrategy to the animation problem, we control the articu-
just waving one’s hands around in space— did indeeldted character in multiple layers, each layer controlling
make the input control a far more satisfying experience subset of the output DOF.

The lightness of the cables relative to the weight of the We thus begin by subdividing the DOF of our character
heavier tubes made the cables themselves much less irde layers as shown in Figufé 4.

ticeable than before. Furthermore, the inertial properties The multiple layers need to be accessible, to allow
of such an input device reduces hand jitter. coordination of the playing and recording of multiple



facilitate this. The orientation of the graspable input tube
is mapped onto that of the thigh bones, so that there is
a direct correspondence between the tube and thigh ori-
entation (as previously illustrated in Figdre 2). That is,
when the tube is held vertically, the thigh should be ver-
tical as well, and similarly for rotations. The tracker
height determines the orientation of the lower legs, or
shins, relative to the world coordinate system. This is ini-
tially done by a linear mapping, and later modulated by
a physics-based model (as will be described below). The
tracker'sz-translation is mapped to control the flexion at
the ankle. Ankle and knee motion is also influenced by
physics-based filters, which are beyond the current scope
of discussion, but described in detail elsewhere[21].

Figure 4: Kinematic Layering Strategy: Legs are usually ~6-3 Arms

recorded first, since they define the motion of the charac- ~ The arms can be controlled similarly to the legs. That is,

ter’s root. Spine and head are usually recorded simulta-  the tube containing the tracker is mapped to control the

neously, followed by arms. orientation of the humerus by rotating the shoulder. The
height of the tracker controls the bend at the elbow, and

_ . . the tracker'sz-translation controls the flexion and exten-
tracks. To create a functional recording studio envisjon of the wrists.

ronment for the animated motions, we therefore imple- i

mented modular components such as “Channel”, “Map>-?  SPine

ping”, and “Input Device”, along with corresponding The spine is currently modeled by a 3 DOF joint at the
graphical user interfaces. Each channel includes its owpwer back (vertebrae L5) which is attached to the root
clocking mechanism, and the user interface enables syptthe model, another 3 DOF joint at the upper back (ver-
chronization between clocks. This is crucial for layeringebrae C7), and a hinge joint for the head (at C1). The

motions in real time. ball and socket joints are controlled analogously to the
hip control, while the head nod is controlled using a lin-

6 Kinematic Mappings ear relationship as for the ankles and wrists. The left hand

6.1 The Animated Character Output controls the lower back joint, nearest the root of the chain,

The CG puppet we are controlling is a rigid articulated"’h'Ie the right hqnd controls the upper back and head.
body consisting of a set of links connected by joints for uture mpdels \,N'” use the same approach but allow a
total of 33 controllable DOF, as summarized in TdBle 1. MOT€ flexible spine.

6.5 Root Motion and Ground Contact

[ Joint | D.O.F. [ Child Link | A critical issue in achieving satisfying control of the pup-
Root 6 | pelvis pet is keeping it grounded. This is also the basis for
Lower Back (L1) 3 | backftorso locomotion. Since the trackers translate freely in 3D
Lower Neck (C7) 3 | neck space, it is virtually impossible to control the height of
Head Nod (C1) 1| head the pelvis directly without betraying the lack of any un-
Left, Right Shoulders| 3 each| upper arm derlying ground constraint.

Left, Right Elbows 1 each| forearm
Left, Right Wrists 1 each| hand
Left, Right Hips 3 each| thigh
Left, Right Knees 1 each| lowerleg
Left, Right Ankles 1 each| foot

We solve this by imposing the constraint that one of
the puppet's feet is touching the ground. Thus, as the
character rotates at the hip, one foot is constrained to stay
at a fixed position relative to the floor, hence becoming
the center of rotation. Nailing a single foot to the floor
will not let the character go very far, so a mechanism is
provided for switching feet as the next foot touches the
ground. By virtue of this ground contact, the puppet can
6.2 Legs be made to locomote in any direction. Our method can
The hips, knees and ankles are all recorded simultangeneralize to more contact points, and multiple ground
ously, and the mappings for each have been designedlévels of an uneven terrain. We currently use two contact

Table 1: Output Degrees of Freedom



points per foot— one at each of the heels and balls of thexts, ranging from live television[2] to live theafre[3].
feet. For the theatrical performance, the CG skeleton charac-
ter was projected onto a very large movie-size screen.
All tracks of the animation were created in front of the
audience, together with live musical and vocal accom-
rganiment when the fully layered animation was being

6.6 Setting Filter Viscosity Values

Adjusting the value ofv betweerD and1 in Eq (J) con-
trols the smoothness of the input sigpaland therefore
also of the resulting motion which depends directly o

the i.nput, as Wi|| be d(_ascribed in more.detail in the nex creen involved the risk of finding and magnifying any
section). Ifa is _too h'gh (e.g. @ = 1.'” the (_axtreme weaknesses— perhaps subtle or otherwise unnoticeable
case), then the input signal is essentially unfiltered, arm the screen-sized version— in his motion. However,

the noise is very appgrent mlthe anlmatlpn.alis too' t]be effect was quite strong, and audience and producer
low, then the responsiveness is compromised, and S'anésponse was very positive

icant lag is introduced as well. In the extreme case, for
example, whem = 0, the input value does not affect theg  jger Learning & Experience

output at all. . . .
}Ilee many complex control tasks, from playing a musical

This leaves us with a range of possible values, wit . . :
which we can control the smoothness quality of the rdnstrument to operating a physical marionette controller,

sulting motion, to advantageous effect. For example, se@S ds_y‘;tem’ t?(_)’ is designed With ex?erienche_dhuserlf in
ting a high smoothness for the hip gives the character@/Nd: the goal is not to have an interface which makes

certain appealing quality, related to what many viewer ach user an |r?stant animator’, but a sy;tem Wh'ch als
described as “very graceful motion”. The local attentual®Vs trained animators to create nearly instant anima-
ions. Hence, our discussion is based primarily on the

tion of higher frequency components can enhance what ) : .
seen as part of the character’s “style” of motion. In con2PServations of, and by, an experienced subject S—, as
trast, for other joints such as head rotation, it is effectiv&/€!l those of some novice usErs _

to use a much lower-smoothness filter, allowing more re- S—'S learning experience involved three primary as-
sponsiveness to jerky motions such as quickly glancingects: basic control tasks, refinement of complex mo-
over his shoulder. tions, and general principles, including the importance of

The choice of a particular filter value helps emphasizE'e overlap itself between the different learning stages.
corresponding qualities of the character’s motion. Thig 1 Basic Control Tasks at the Initial Stage

Iﬁgtﬁlﬁgr uz::ﬂ:gsﬁj\ﬁggl fthiltlr:Zir Leggitr']mioco?ggt:ggr'rhe main motion chosen to be learned was walking, since
P : 9 gsop it is a complex yet familiar motion, and leaves room for

some interesting r_esults, it was quite difficult to learn toexpressiveness. However, achieving a good, expressive
control the interaction between this and the rest of the an- X : S o
walk right away was not possible, so initial simplifica-

imated parameters (i.e. direct control of joint angle Valfions and sub-tasks were necessary, leading to two main

Ezzg dC(rar:toatliglr)\/ Vm%r;?ttifimuEﬁ;ﬁ;ﬁgliﬁl?%|:§?lr§2$gyf pes of initial e>.<ercises_,: isolate_d motions and functional
. ; ' - . ipedal locomotion, which we discuss below.

in real-time can lead to highly non-linear effects, analo-

gous to playing with delay, gain and various other param-

eters on effects pedals during a musical performance. |solated Motions

Examples of isolation exercises included swinging one
leg back and forth from the hip, and shifting support from
A one-minute-long demonstration animation, “Digitalone leg to the other. By isolating an output parameter,
Marionette Dance”, was created by a fa.|r|y experienceﬁhe user observed the Specific Combinationsmergy
user, having the character dancing alone to some musi. motions in his own body that lead to this constrained
Sample frames from the animation are shown in Figiire ®utput, and thus focused his awareness on the relation-

All of the animated parameters of this sequence were Crghip between his kinesthetic experience and the resulting
ated at the desktop environment, using our interface, ffects.

a total of under 10 minutes, with no re-takes necessary.
This is extremely efficient compared to traditional ani- 1s—isalso a musician, as well as being a user of the\&E TALK 1

mation techniques. Images from another animation arystem[[8.8], and thus has extensive prior familiarity learning complex,

shown in Figur contlnuous_lnterfac_es. In th|§ light, t_here are some interesting parallels
9 @ . . . between this learning experience with that af@veTALK Il and mu-

The expressiveness of the animation created with OUfq) instruments, and these are discussed in considerable defall in [21].

system has been demonstrated in a wide variety of coB-—was also the designer of the current system.

layed back. Projecting the character onto such a large

7 Results




Figure 5: Digital Marionette Dance... Still Frames: These
images were taken from an interactively-generated dance
animation sequence created using our interface. All an-
imated character parameters of the one-minute long se-
quence were generated in a total of 10 minutes at a desk-
top environment. The camera positions were set using a
conventional mouse-based interface.

Figure 6: The Appreciator... Still Frames: Images taken
from a short animation in which the character expresses
his enjoyment of a painting. The frames shown here and
in the previous sequence were sampled about one to four
seconds apart (going down the columns), highlighting
some of the postures achieved by the character.



Functional Bipedal Locomotion 9 Conclusion

“Functional locomotion” means that initially, the forward We achieved our primary goal of providing an efficient,
motion did not have to be graceful or even resemblgowerful and satisfying interface for expressive character
conventional locomotion. Having first isolated conceptginimation. In doing so, we have brought the power of the
such as switching feet and swinging a leg, the user coujserformance animation tool to the desktop environment.
now focus on getting the proper synchronization between One of the challenges in achieving this was indeed han-
them to propel forward. This often began as a “waddle’gling the large number of DOF of the output. By em-
keeping the character’s knees straight and just swingingedding the trackers in a physical tubing, we established
his free leg out and around. a tangible interface with various coordinate frames in-
herent to the character, providing a valuable synergy be-

_ _ ) ~ tween the physical input device and the underlying trans-
The exercise for functional locomotion was next refinedymations from input to motion. Building on this com-

in various ways to become a walking motion. Once thgatipility, we constructed a multi-track motion record-
control of basic bipedal locomotion was “mternahzed“ing framework and a feasible set of layered mappings
from the user's perspective (i.e. once the user becamgm the two input trackers to the thirty three DOF of
comfortable with the necessary coordination patternsy,e graphics character.

then most corrections and refinements were perceived @By demonstrating an input and interface solution for
isolated details layered on top of a nearly automatic MQsyntinyous, low-level control over a dancing 3D articu-
tion. The refinement tasks included aspects such as: cqzeq character, we have provided a foundation and ref-
trolling the arc of the swing; finding the right combina-grence noint for numerous future directions. One such
tion of *falling forward” and swinging the free leg; and gjrection, in particular, is the exploration of motion lay-

velocity control. ers comprised of greater numbers of parameters and more

8.3 Novice User Experience complex mapping functions, including layers sharing pa-
Three novi s practised th tem for about rameters. This would allow application of the system to
€€ novice users practise € system for abou Nf reasingly refined character models with greater num-

rr:*?rl:rst’eesa%hl’e?]\/?;] twgn(;r ;?rt(:]ee;:pzreett: ﬁ:;sr:?g.smo; 3?’ ers of degrees of freedom, while maintaining a desktop
nnutes in fength. £ T INEse LS Nl P! sability, real-time efficiency, and interactively-generated
vious experience with animation, while the other two di

: : xpressiveness. It will be interesting to additionally apply
not. None of them had any previous puppeteering exp. ur 3D interface for the control of camera motion.

rience. The format of these sessions consisted primarily oo o
. . . One limitation of the system is in the ground contact
of the users directly manipulating the CG character, oc- ) . . :
odel, wherein at least one foot is making contact with

casionally commenting on the control, with intersperse e around. A more flexible model is beina developed
short breaks of 5-15 minutes each. Due to the comple>A 9 : 9 ped.

ity of the task, it was essential for the sessions to be efs0, due to the nature of non-literal kinematic-based

ploratory, and therefore structured more lizesonghan control, it is relatively easy to allow the character to re-
testB ’ cover from unstable positions (e.g. including positions in

i which he would be expected to fall down in a dynamic
Nevertheless, all three users were indeed able

@nvironment). However, this can occasionally look non-

achieve some form of basic bipedal locomotion within thee 5jistic: adding appropriate constraints to the system is
first 20-30 minutes of practise, although after this brief, interesting area of research,

practise time it was still quite inconsistent, and did not Finally, another aspect of future work is to develop

yet .lOOk like a realistic Walk' By the end of .the two hours stematic evaluation strategies for the task at hand. We
period, all three test subjects had accomplished at leasf%ereby intend to provide comparisons to other animation

couplg of short walking sequences which, although n% Is, and make explicit the suitability of different ap-
as refined as those ach|eve(_j _b_y the more eXpe”_encﬁfgaches for different tasks. Such an approach will also
user, were clearly beyond the initial stages of “waddlmg”aI ow for rigorous comparisons between different map-
Some of these walking sequences showed early signs& gs.

refinement such as the leg swinging through with some

smoothness. Acknowledgements
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