












(a) Crossing (b) Manko28 (c) Dawei (d) Manko
Figure 8: Comparison of improved tracking (our method, above) to prior methods based on particle filter + LIN (below). We compare
the quality of the extracted trajectories on four different real crowd videos. As compared to prior methods, our approach results in smoother
trajectories and improved accuracy for each benchmark. Our method runs at interactive rates (24-26fps)

Dataset Characteristics Density Agents
Crossing BV, PO, IC Medium 34
Dawei BV, PO, IC, CO Medium 72
Manko BV, PO, IC, CO High 81
Manko28 BV, PO, IC Low 16

Table 1: We highlight the number of human-like agents and many
other characteristics of crowds in these video datasets. In partic-
ular, handling partial or complete occlusion can be challenging for
manual or automatic trajectory computation algorithms. We use the
following abbreviations about the underlying scene: Background
Variations(BV), Partial Occlusion(PO), Complete Occlusion(CO),
Illumination Changes(IC)

We tested these algorithms on an Intel c©Haswell, Coreri7-
4771 Processor (8 Cores) with an 8MB Cache, 3.90 GHz and
Intel c©HD Graphics 4600. Our algorithm is implemented in C++,
and some components use OpenMP and OpenCL to exploit multi-
ple cores. We adopted an agent-level parallelism: individual pedes-
trian computations are distributed across the CPU cores (except for
the motion-model computations, where pedestrian behavior is in-
terlinked and tasks are highly sequential).

5.2.1 Quantitative Comparison

We use the CLEAR MOT [12] evaluation metrics to analyze the
performance of our crowd-tracking algorithms. We use the MOTP
and the MOTA metrics. MOTP evaluates the alignment of tracks
with the ground truth while MOTA produces a score based on the
amount of false positives, missed detections, and identity switches.
These metrics are considered standard for evaluation for detection
and tracking algorithms in computer vision.

We begin by analyzing the performance of our tracking algo-
rithm. We use four publicly available crowd videos: Crossing,
Dawei, Manko and Manko28. These videos have medium-density
crowd with varying pedestrian and crowd behaviors. Table 1 high-
lights some of the challenging characteristics with respect to these
videos as well as crowd densities. We analyze the MOTA and
MOTP metrics across the density groups and the different motion
models (Table 2). We also analyze how varying k affects perfor-
mance and accuracy. We see that (Refer Equation 8) as k increases,
it adversely affects our runtime performance with a negligible gain
in accuracy after k = 10.

Crossing Dawei Manko Manko28

LIN MOTP 67.3% 70.1% 71.6% 68.9%
MOTA 48.0% 39.8% 50.1% 47.2%

Our
Approach

MOTP 71.9% 73.1% 77.9% 74.5%
MOTA 51.9% 55.3% 59.0% 57.1%

Table 2: We compare the MOTA and MOTP for the different video
datasets.

k = 5 k = 10 k = 15 k = 20
ST% FPS ST% FPS ST% FPS ST% FPS

Crossing 69.8 30 71.9 27 71.9 19 71.9 8
Dawei 71.8 31 73.1 28 73.2 20 73.2 7
Manko 76.1 29 77.9 26 77.9 18 78.0 7
Manko28 73.8 28 74.5 26 74.6 19 74.6 7

Table 3: We compare the percentage of successful tracks (ST) and
average tracking frames per second (FPS) of our approach at differ-
ent values of k. We find that the most optimal value for k while still
maintaining reatime performance is 10

5.2.2 Qualitative Comparison

We show that our smoothing algorithm results in improved trajec-
tories for data-driven crowd simulation. In Fig. 8, we can see that
the trajectories in the figures in the top row are much smoother than
those denoted by the figures in the bottom row. By adding an online
smoothing step to our tracker, we improve several common render-
ing problems: The noisy trajectories that produce jittery motions
also tend to change the agent orientation, which causes problems for
data-driven crowd simulation and rendering systems. Fig. 5 shows
snapshots of the crowds replicated directly using the tracking re-
sults. In the supplementary video, each agent’s smooth trajectory
motion can be observed.

5.2.3 Complex Scenarios

We can use multiple videos as inputs to a single, more complex
scenario. Fig. 7 shows snapshots of an example mixed-trajectory
scenario. Fig. 7 (a) shows two video inputs from different parts of
a shopping mall, each with a different pedestrian flow. In the left
two video frames, shown in Fig. 8(a), pedestrians move bottom to
top or vice versa. In the right two videos of (a), pedestrians move
uniformly from right to left on a slight diagonal in the image-space.
As results, there are three different main directions of pedestrian
movements. By combining these trajectories with agent-based sim-
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ulation methods, we can generate crowds that retain these three dif-
ferent flows and still achieve local collision avoidance between the
agents (See Fig. 7).

6 CONCLUSION, LIMITATIONS AND FUTURE WORK

We present an improved, more accurate pedestrian tracking algo-
rithms for data-driven crowd simulation. Our approach improves
on existing tracking algorithms by integrating with an RVO based
multi-agent motion model; it iteratively learns crowd behavior us-
ing an optimization strategy, which improves the smoothness and
accuracy of the resulting tracker and final simulations. We can thus
simultaneously improve accuracy and produce smoother trajecto-
ries. We demonstrate the benefits of these improvements on real
videos in two applications, crowd replication and crowd mixing.

Our approach has some limitations. For videos without camera
information about perspective transforms, our method does not per-
form well, because those properties must be manually estimated, a
process that is susceptible to errors. Errors in the motion model
computation itself can impact accuracy. In practice, the perfor-
mance of our algorithm can based on various attributes of the video
stream like crowd density, video quality etc.

There are many avenues for future work. We would like to eval-
uate our approach on other crowd scenarios that have different con-
ditions, such as varying density or illumination. Our ultimate goal
is to develop a system that can automatically extract the trajectories
or behaviors from crowd videos such as the free, publicly-available,
and enormous YouTube database. The performance of our approach
can be further improved by exploiting the parallel capabilities of
current systems to maximize data parallelism. Finally, we would
like to explore techniques that can combine data-driven crowd sim-
ulation algorithms with local navigation models.
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