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Figure 1: Our system solves for the optimal blendshape combination from motion-capture data by considering both 3D markers and video based
FACS classification from sparse make-up patches between the markers. The middle image for each 3-tuple shows solutions to the blendshape
model without video classification, while the right image for each tuple shows solutions using video based FACS classification to guide the
optimization. Our method is able to capture information from the video that markers alone aren’t able to capture accurately, such as the region
around the eyes in the left tuple and the lips in the right.

ABSTRACT

Marker based performance capture is one of the most widely used
approaches for facial tracking owing to its robustness. In prac-
tice, marker based systems do not capture the performance with
complete fidelity and often require subsequent manual adjustment
to incorporate missing visual details. This problem persists even
when using larger number of markers. Tracking a large number of
markers can also quickly become intractable due to issues such as
occlusion, swapping and merging of markers. We present a new
approach for fitting blendshape models to motion-capture data that
improves quality, by exploiting information from sparse make-up
patches in the video between the markers, while using fewer mark-
ers. Our method uses a classification based approach that detects
FACS Action Units and their intensities to assist the solver in pre-
dicting optimal blendshape weights while taking perceptual quality
into consideration. Our classifier is independent of the performer;
once trained, it can be applied to multiple performers. Given per-
formances captured using a Head Mounted Camera (HMC), which
provides 3D facial marker based tracking and corresponding video,
we fit accurate, production quality blendshape models to this data
resulting in high-quality animations.
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1 INTRODUCTION

Blendshape models are arguably the most common representation
used in facial animation owing to their simplicity and intuitiveness.
Blendshapes provide a non-orthogonal basis for animation of any
artistically desirable facial movement. In visual effects, blendshape
models frequently have over one-hundred blendshapes and can also
contain many person specific rules and correctives, adding to their
complexity [25]. The process of finding the optimum combination
of blendshapes given a performance is commonly described as solv-
ing the blendshape model for the performance, i.e. finding the best
combination of blendshape weights that produce a matching anima-
tion for the performance.

While many excellent recent approaches have emerged for captur-
ing the 3D surface movement of a face at a high level of qual-
ity via mesh-propagation [5, 22], there is still a gap in creating
similarly high quality performances via model based approaches
– such as blendshape models. Such solutions however have sev-
eral strengths: allowing intuitive artistic editing and performance
alterations, meaningful parameterisation of the performance, and
retargeting onto another suitable model (e.g. another blendshape
model). While many modern academic and production solutions
have been developed based on motion capture data [7, 40], current
methods still do not parameterize the full detail of the face being
observed.

In order to derive optimal blendshape parameters based on energy
minimization, solutions to date have used sparsely tracked facial
points or depth as a reference [7, 27, 40]. Arguably, the most pop-
ular approach for tracking the face in visual effects production, is
using 3D markers with Head Mounted Cameras (HMC) [6, 31].
However, information between the marker points, such as wrinkles,
complex folding of skin around the eyes and lips which can be ob-
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served from corresponding video performances is generally over-
looked. In movie production, this is resolved by animators adding
this missing detail manually after motion capture and blendshape
fitting. We harness this information from the video with the use
of additional sparse make-up patches between the markers. The
Computer Vision community frequently uses information between
sparse points to recognize facial movements and expressions, in-
cluding Action Units (AUs) as described by the Facial Action Cod-
ing System (FACS) [19, 24, 38]. A convergence of motion capture
data with such feature based approaches would therefore appear to
be a promising direction in order to solve for optimal blendshape
weights, and one which is considered in our work.

2 CONTRIBUTIONS

We propose a novel hybrid blendshape optimization (solve) which
combines two modalities of data: traditional 3D marker data and lo-
cal facial expression classification based on FACS [19] from video
by utilizing the deformation of the sparse make-up patterns between
the markers. Both sets of information are integrated directly into
our optimizer. This allows for improved flexibility by letting just
the markers drive the animation when needed and have the classifi-
cation influence the result when required, thus resulting in smooth
and high quality blendshape animations. We use the term hybrid to
reflect this combination of modalities. Our classifier is automated
and we are able to detect different intensities of AUs. The classifier
can be trained once and used on multiple performers.

Traditional solving of blendshape weights using motion capture
markers alone, does not capture the performance with complete fi-
delity owing to errors in the motion capture process. Production
studios use 3D animators to manually add in these missing details
[25]. We attempt to automate this process by looking at sparse
make-up data from video between the markers and predict blend-
shapes to improve visual fidelity. Traditional marker based methods
work under the assumption that the solve that minimizes the objec-
tive function is essentially the best solve. But these methods fail to
take into account subtle visual cues from the video which are obvi-
ous to 3D artists. In Section 7.1 we analyze the objective function
and discuss the factors affecting this solve.

Increasing the number of markers on the face introduces further
issues in tracking. Markers can get close to each other and get
mistaken for a single marker or they can be erroneously swapped
causing popping in the animation. The more markers we add, the
more intractable this problem becomes, necessitating manual in-
tervention. We demonstrate that our approach can result in better
blendshape predictions, even when using a smaller number of mark-
ers. Another issue is that complex areas like the eyes and lips have
frequent occlusions of markers owing to complex folding and over-
lapping of skin and flesh, making it difficult to track accurately. As
we use a texture based classifier trained for specific facial expres-
sions our method is able to handle these situations.

In the next Section, we provide a review of past work in the area
of facial motion capture and blendshape model animation. We then
overview our animation pipeline in Section 4, briefly describe our
blendshape generation and initialization pipeline in Section 5 and
Section 6, before describing in Section 7, our solver, which includes
marker and video based classification.

3 RELATED WORK

In this section we consider previous work related to our own. Excel-
lent in-depth recent surveys in the area of blendshape models, facial
rigging and facial model representation may be found in [25] and
[29]. We first consider previous work on propagating high qual-
ity facial meshes through sequences of motion capture data. We
then consider methods to fit parametric models to motion capture
performances.

Facial Capture using Mesh Propagation: In recent years, there
has been an emergence of work that captures 3D faces at a high
fidelity based on mesh propagation. In this case, a single mesh of
the target’s face is deformed over time in order to generate an entire
capture sequence. Bradley et al. [12] propagate a high resolution
mesh through time using optical flow over multiple cameras who’s
images and 3D point-clouds are combined to derive very high res-
olution capture data. Guenter et al. [23] deform a face mesh using
markers and a weighted grid based approach to move the vertices
of the mesh. Borshukov et al. [10] deform a neutral face scan of the
subject using an optical flow and photogrammetry based approach.
Fyffe et al. [20] perform frame by frame capture using five high
speed cameras and gradient illumination patterns. Beeler et al. [5]
take a high quality stereo reconstruction of the face and deform it
using optical flow with an anchor frame approach to reduce drift.
Fyffe et al. [21] make use of multiple high resolution static scans
to construct a performance flow graph for robust optical flow and
transfer high resolution detail from the static scans onto the perfor-
mance result using a weighted blend.

While the use of stereo 3D data is common in these approaches,
monocular capture, using just a 2D video, has also resulted in im-
pressive results. Kemelmacher [34] use a collection of 2D images
to learn a projective model of 3D depth from 2D video. Shape from
shading is then used to add extra surface detail into the model.

While all of these approaches can capture very high resolution data,
this is difficult to animate or modify later on by an artist as the
capture is usually in the form of vertex displacements on the mesh
and does not provide a meaningful parameterisation of the face.
This also restricts immediate use later on, e.g. for facial retargeting
to a second model with a parallel parameterisation. In our work, we
aim for a high level of capture using parameterized facial models
- such that the performance may be edited later on or retargeted
automatically to a different facial model.

Model Based Facial Capture: An alternative method for facial
capture involves fitting an existing parametric model of a face to
2D video or depth data. This first requires an appropriate parame-
terization, and various approaches have been proposed. Statistical
models, based on e.g. Principle Component Analysis (PCA), are
a convenient means of providing an orthogonal basis of facial ex-
pressions [9, 16, 35]. The drawback with PCA is that individual
modes generally do not reflect meaningful or useful facial shapes.
This makes them inconvenient for later modification by an artist, or
for retargeting onto other PCA models where the facial expression
basis would generally differ.

Blendshape based linear models are a more common type of facial
model used in animation [11, 22, 26]. Li et al. [27] fit a blend-
shape model to depth sensor data. Marker based methods use a set
of strategically placed locations on the face in order to drive the
performance capture. Cao et al. [14] presented a novel regression
based approach which learns a mapping from 2D features to 3D
landmarks and then uses a user specific blendshape model to solve
for the performance in real time. Deng et al. [18] use a regression
based method that maps motion capture data to blendshape weights,
but they require manual input for training the mocap-weight pairs.
While many of the above approaches will result in good tracking of
the blendshape model they ignore many important facial cues in the
video which contain information to improve the solve.

There are some existing works that use blendshapes and make use
of texture information on top of sparse features and also some that
use all the dense texture information. We discuss these next and
point out the differences with our work. Bhat et al. [7] use curves
tracked along the silhouettes of the inner lips and eyelids and map
these to edge contours on the mesh. They then use an arc-length
based mapping to find correspondences between curve points and
contour vertices in order to get a better blendshape solve. They
then also do an out-of-subspace corrective in order to improve the
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fit. In contrast our method automatically detects FACS poses based
on the deformation of the additional patterns in order to improve
the solve. Cao et al. [13] use a regression based approach that
maps from UV-space to vertex displacement in order to generate
high frequency detail. Their method relies on a one-time training
step that uses high-resolution scans and corresponding UV-maps of
different subjects in different expressions. Given an unseen actor
their method can be applied directly without any pre-processing. In
this respect, our method is more intrusive as we require multiple
high-resolution scans of the subject in different expressions in or-
der to obtain the high frequency data, as explained in Section 5.2.
Garrido et al. [30] densely track and use all available video infor-
mation in order to improve their solve. They first track sparse 2D
features accurately through the sequence and then fit the blendshape
model to this. They then compute a temporally coherent dense mo-
tion field using optical flow in order to further correct the model-
to-video alignment and deform the mesh using the corrective 3D
motion vector for each vertex. Methods that use RGBD devices
[11, 27, 40] make use of dense depth information. Li et al. [27]
make use of automatically detected 2D contours from texture in ad-
dition to depth information in order to learn correctives for their
adaptive PCA model. Thies et al. [36] are a notable exception in
that they make use of all the texture information in the video. They
fit a parametric model of identity, expression and albedo and also
estimate the illumination in the image in order to render their model
and compare the rendered image to the captured RGBD input in or-
der to optimize the parameters. Our method is inherently different
as we use use a classification approach in order to detect the pres-
ence or absence of certain poses in the image and thus affect the
solve.

4 SYSTEM OVERVIEW

Our overall system is outlined at a high level in Figure 2. The
pipeline initially creates a high quality blendshape model from a
3D scan of a performer in a neutral expression and uses 5 more
high resolution scans of the performer in different expressions for
acquiring the high frequency data. These may be acquired using a
range of off-the-shelf or bespoke approaches [1, 4]. In our work,
we use a combination of two commercial systems to acquire high
quality 3D scans – Artec Eva and Spider scanners [3]. The for-
mer provides medium scale facial detail, while the latter provides
small scale details such as fine wrinkles. We next use a commer-
cial head mounted facial motion capture system – Vicon Cara [39]
– to acquire facial performances of the same person. This results
in 3D motion capture data (50 marker locations) as well as 4 video
streams of the performer from the respective Head Mounted Cam-
eras (HMC). The blendshape model is registered to the neutral ex-
pression frame of the performance and then optimally solved for
the remainder. The solver uses both the 3D points as well as the
video to determine the optimal blendshape combination. Given a
solved performance, this is easily retargeted to new faces.
The pipeline broadly consists of three steps : Automatic Blendshape
Model Generation (Sec. 5), Rigid Initialization using Barycentric
Alignment (Sec. 6) and Hybrid Performance Solving (Sec. 7). We
cover these in the next sections.

5 AUTOMATIC BLENDSHAPE MODEL GENERATION

The basis of our blendshape model generation is an existing tem-
plate model created by a professional artist. We describe this model
using the standard delta form [25], as follows:

A = A0 +
N

∑
i=1

αi(Ai −A0) (1)

where A = [x1y1z1 . . .xnynzn]
T is a vector of n vertices representing

the target face, A0 is the neutral facial mesh, Ai is one of N blend-
shapes and αi is the blendshape weight. In our existing generic

model, there are N = 140 blendshapes. The blendshapes in this
generic model have the desirable property that the mesh topology
contains edge loops around natural facial contours and has a smooth
surface (see Figure 3). Creating a personalized model first requires
the creation of a new blendshape neutral expression B0 with the
same topology.

5.1 Supervised Non-Rigid Registration

We use the method of [2] for non-rigidly registering the template
neutral mesh and target 3D scan. While this approach can operate
without correspondences, a higher quality registration can be ob-
tained by supplying correspondences between the source and target
meshes. We therefore use a HOG based feature detector [17] in or-
der to automatically detect corresponding landmarks in UV-space.
Alternatively these can be also be detected using recent approaches
like [15, 32]. In addition we generate a large number of correspon-
dences around the inner mouth and eye regions (which are usually
the challenging areas to register) by automatically tracing a curve
along the inner lips and eyelids in UV-space.

The target mesh B
′

0 is obtained by scanning a participant in a neutral
expression with their eyes closed using an Artec Eva scanner [3]. In

its current form, B
′

0 contains a different topology from A0. Using
the landmark correspondences to assist the non-rigid registration,
we generate a personalized neutral mesh B0 with same topology as
A0 as shown in Figure 4.

5.2 Blendshape Extrapolation

Given B0, and the existing blendshapes in the generic model we are
then able to create new targets Bi by taking mesh B0 and deform-
ing it towards the target using the deformation transfer approach of
[33]. This results in a clean personalized blendshape model for a
new person, i.e.

B = B0 +
N

∑
i=1

αi(Bi −B0) (2)

Finally, in order to obtain the high frequency detail of an individ-
ual’s face, we scan the performer in a range of additional expres-
sions using a high resolution Artec Spider scanner [3]. We scan
the performer in 5 different poses that elicit wrinkle detail around
the forehead and root and side of the nose. We then add the nor-
mal maps obtained from these scanned meshes to the correspond-
ing blendshapes. We do this by first rigidly aligning the respec-
tive blendshape with the high-resolution scan using manually pro-
vided correspondences between the two meshes and then generate
the normal maps from the scan by casting rays from the blendshape
vertices to the high-res scan and recording the normals at the point
of intersection. We do this within Maya. Figure 5 shows several
blendshapes created using this process.

6 RIGID INITIALISATION USING BARYCENTRIC OPTIMIZA-
TION

The next step in our pipeline is the rigid initialization of markers
with respect to the blendshape rig, i.e. getting the 3D motion cap-
ture data vS (the first frame of the performance which we assume
to be a neutral pose without loss of generality) and points in B0 in
the same space, so they correspond properly. More specifically, we
need to select points vB corresponding to vS, from B0.
Similar to existing approaches [8], we begin with manual selection

of n landmark points vB′
on the blendshape model that are deemed

to be at physically similar positions to the n 3D face markers vS.
Using these points, Procrustes analysis is performed to estimate a
rigid rotation, translation and scale between the blendshape model
and the 3D marker points of the neutral expression.

The initial rigid alignment vB′
will have errors, i.e. vB′

6= vS. Our

aim is to reduce this error by finding the optimal placement of vB′
.
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Figure 2: System Overview: (a) Given a template blendshape model’s neutral mesh we non-rigidly deform it to (b) a new 3D scan of a face,
using an automatic landmark detection algorithm to assist with the non-rigid deformation, in order to obtain (c) the deformed mesh of the new
face. (d) We then create a personalized blendshape model using deformation transfer. (e) Given a new HMC performance, (f) 3D motion capture
data and (g) video are acquired and used within a hybrid optimization. FACS unit classification based on the (h) extracted features is combined
with 3D marker data to predict (i) optimal blendshape weight combinations to produce a high quality blendshape animation.

Figure 3: Our system leverages an existing generic 140 expression
blendshape model encapsulated in a Maya interface.

In order to do this, we ask the performer to do a Range of Motion

(ROM) performance and iteratively solve for the best vB′
using the

following approach:

1. For each marker vS
i find the nearest triangle Ti in B0.

2. Estimate the Barycentric projection of vS
i on Ti, and set the

corresponding position of vB′

i to that value.

3. Using equation(3) (explained in Sec. 7.1), solve for the blend-
shape weights over the entire ROM, giving a resultant perfor-
mance P j .

4. For each marker vS
i , consider the nearest Q triangles in B0, es-

timate its Barycentric projection on these Q triangles, and re-
estimate its total error over all frames across the ROM perfor-

Figure 4: The template mesh neutral geometry is deformed non-
rigidly towards the 3D scan, resulting in the deformed geometry.

mance P j for each of these triangles. The value Q should be
chosen based on the mesh triangle-density and our tolerance
for how much the marker position can drift from the manually
selected initialization.

5. For each marker vS
i , let Ti be the triangle which gives the

lowest overall marker error Mi over all frames.

6. Repeat (2-6) until Mi converges.

Finally we set vB = vB′
, to be the optimal marker locations on the

mesh after convergence. The iterative process terminates when the
error per marker over the entire ROM sequence (Mi) converges i.e.
the change is lower than a threshold. We use a threshold value of
0.1. In our experiments, this typically requires 3-4 iterations. The
intuition here is that the marker position which gives least error over
the entire ROM will better capture the variation in motion of the
performer even in extreme poses without inducing a very large error
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Figure 5: Automatically generated blendshapes from 3D scans of new subjects using deformation transfer with the template model as a reference.
The wrinkles on the forehead (and other regions of the face), for each individual, were scanned using a high resolution scanner and added to
the respective blendshapes in a later step. Our blendshape models contain 140 blendshapes within an intuitive interface.

and influencing the solve. Finally, before the solve, we make sure
to subtract the error in initialization (Mi), from the target positions
of the respective markers every frame. This ensures that our solver
isn’t influenced by the error in initialization, but is only affected by
the movement of the markers.

7 HYBRID PERFORMANCE SOLVING

Given a personalized blendshape model rigidly aligned to the neu-
tral pose markers, the next task is to fit this model to the perfor-
mance by optimizing the parameters of the model. As described
previously, the most popular approach for achieving this reliably,
especially in production, is using 3D marker positions derived us-
ing HMCs. In our work, we extend this approach to incorporate
additional FACS classification from sparse make-up patterns in the
video between the markers and show that this improves results.
We use the Vicon Cara system to acquire 50 high accuracy 3D
marker positions from a facial performance. The system also pro-
vides 4 synchronized video feeds of the face. In addition, we paint
extra patterns between the markers using off-the-shelf white reflec-
tive paint. This is a pragmatic decision: while facial expression
recognition based on classification is a mature field, it is still not
without error and unreliability on occasion due to differences in
skin texture and appearance. Also areas such as the sides of the
forehead and cheeks don’t have much texture variation and classi-
fication in these areas is difficult. Using additional patterns greatly
improves the robustness of video based classification in these re-
gions. Figure 6 shows our head mounted system, as well as marker
locations and painted patterns.

Figure 6: Video feeds acquired from the Vicon Cara HMC system.

7.1 Hybrid Objective Function

We now present our objective function and explain the fac-
tors affecting the quality of the solve and how we can control
them. Our objective function follows the recent trend in solving
blendshapes[11, 26]. Given a blendshape model, with N blend-
shapes and n markers on each, our core objective function is

E3D = argmin
α

‖B0 +Bα −T‖2
2 +β‖α‖1 +αT Γα (3)

where:

• B0 is a 3n×1 vector representing the neutral face.

• B is a matrix of size 3n×N, that contains the deltas for each
of the blendshapes Bi...N . In order to ensure high quality and
stable solutions, the rank of the B matrix should ideally be
greater than or equal to N. This depends on the number of
markers, the location of these markers on the face and the
blendshape set that we use.

• α is a N ×1 vector of weights with the constraint 0 ≤ αi ≤ 1.

• T is a 3n×1 vector representing the target markers.

• The term ‖α‖1 is an L1-norm on α that penalizes the sum of
weights. This term adds a sparsity constraint to the solver that
forces the solver to choose as few blendshapes as it possibly
can to solve for the weights. It also prevents the solver from
choosing opposing shapes which would cancel each other out.
A sparse solution is very useful as it makes it easier for an
animator to later modify the animations.

• β is a weighting factor on the L1 regularizer. The value of
β should be chosen such that the term β‖α‖1 is of the same
order of magnitude as the sum of squares of marker errors; too
high a value of β will suppress the weights leading to muted
animations.

• The Γ term is a Tikhonov regularizer that ensures that the
function is convex and has a unique global solution. Γ = ε I
where ε is a very small constant and I is the identity matrix of
size N ×N.

7.2 Video Expression Classification and Optimization

The solution so far still only considers 3D marker data. We there-
fore use video classification in localized facial regions to further in-
fluence the choice of selected blendshapes in the optimization thus
making use of the region in between markers to improve the vi-
sual quality. Expression classification, particularly AU detection
based on video, is a widely studied area in the Computer Vision
community [38]. However, to our knowledge, integrating expres-
sion classification into blendshape solving is a novel direction in the
computer graphics community. We extend our objective function to

E = argmin
α

E3D +
N

∑
i=1

γ (α̃i) [αi − α̃i]
2 (4)

α̃i is the (smoothed) blendshape weight curve predicted by our clas-
sifier, where 0 ≤ α̃i ≤ 1, and is further explained in Section 7.2.4.
The γ (·) term weights the influence of the video classification. It is
calculated offline as a function of α̃i and it varies smoothly over the
sequence. The use of the γ (·) term allows us to provide a general
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framework by which we can have the classifier influence the re-
sult when needed by gradually increasing the value of γ (·) or have
just the markers drive the animation by driving the value of γ (·) to
zero. The maximum value of this term should be in the order of
the squared error of the markers so that it sufficiently influences the
solve result. In our experiments we used a maximum value of 4 for
this term. This parameter is calculated as follows. For every frame
of the sequence, we set γ (·) to its maximum value when the clas-
sifier detects an input for which we want it to affect the results and
we set it to zero when it detects an input where we want the markers
to take over. We then apply a temporal filter over the frames using a
weighted moving average filter that fits a second order polynomial.
We set the smoothing window size to be 15 frames. This value
was set empirically. The net effect is that the solver’s error will be
guided by this additional term, and will therefore modify the weight
of the corresponding blendshape αi to compensate.

7.2.1 Reflective Patterns and FACS Action Units

Figure 7: Video classification is performed using SVM classifiers.
These are trained over a set of regions, highlighted blue, red, yellow
and green in the Figure. The forehead classifier uses two regions
initially, and merges their Gabor features for training and classifi-
cation. The bottom row shows one of the patterns on the training
subject(left), the pattern on the test subject(center) and the binary
thresholded pattern after optical flow from test to training image.

As seen in Figure 7, we draw patterns on the performer’s face in
addition to the markers, using off-the-shelf reflective white paint.
This allows us to apply a brightness threshold and only consider
the pattern itself and ignore the skin texture if desired. This enables
us to provide a certain level of indifference to performer identity
during classification and allows us to use the classifier on multiple
people. This can also be done using color paint but as our video is
gray scale, we use reflective paint. Our experiments give us good
classification results on different performers but arguably training
the classifier separately for each actor will give better results as the
features are more specific to him/her at the cost of increased training
time.

Our choice of patterns was based on muscle movement for FACS
[19]. We draw patterns that capture the deformation around the
inner eyebrows (AU 1), outer eyebrows (AU 2), between the eye-
brows (AU 9 and AU 4). In addition, we draw patterns over the
upper and lower eyelids in order to track the lid movements (AU 45
and AU 7) and handle the case of (AU 6+43), which corresponds vi-
sually to closing of the eyelids and compressing the regions around
the eye. Finally we also draw patterns around the upper and lower
lip to assist with lip animation.

7.2.2 Gabor Filters and SVM

In order to classify the AUs, we need to extract the relevant re-
gions of the face and extract useful features from it. We tested our
classifier using multiple features – HOG, Gabor filters and edge-
detectors[13]. In our experiments, we found Gabor filters to give
best classification results. We use 8 Gabor filters, at 2 scales and 4
orientations in 45◦ increments.
One important point to note is that in order for this classification to
be robust, we need these regions on the face to be extracted with
consistency. That means we need to track and stabilize these re-
gions with respect to the camera. In our case, we make use of the
fact that the HMC is relatively stable with respect to the head. We
pick a point on the HMC that is visible in our video, and track this
point through the sequence using optical flow [37] and use it for sta-
bilization in combination with 2 stabilizing markers on the sides of
the face. We found in our experiments that this results in good sta-
bilization of the face with respect to the camera and lets us extract
these regions accurately.

7.2.3 Training the Classifier

For the training phase, we ask the performer to perform 7 AUs
around 4-5 times each. We then extract the regions of the face from
the video. Figure 7 highlights facial areas of interest, as well as
the distinct painted patterns. The images are thresholded to extract
the reflective patterns. For each AU and each region, we separately
perform K-means-clustering on the largest mode of variation in the
video-texture, resulting in 4 clusters which correspond to 4 inten-
sities of activation. These clusters are used to label the data for
training. Figure 8 shows the intensity levels obtained using this ap-
proach for AU 1+2. We then apply Gabor filters on these extracted
images to get our feature vectors and perform a Principal Compo-
nent Analysis (PCA) for dimensionality reduction. The PCA retains
the basis that capture 90% of variance in the features. Finally we
normalize our training data and train the SVM using a linear ker-
nel. Our features are large in dimension (2x4xNumOfPixels) and
hence a linear-kernel gives sufficient separability as evidenced dur-
ing cross-validation with accuracies of 98%. Using an RBF-kernel
didn’t improve performance. We use the one-vs-one approach for
multi-class classification.
Thus, each SVM is trained on labeled data for each action in that
region. Our classifier was trained to detect AU 1+2, AU 7, AU 4,
AU 9, AU 45 and AU 6+43 on the upper face. Also, in order to
demonstrate the applicability of our method for improving lip ani-
mation, we trained our classifier to detect the lip pucker combined
with a sideways motion (AU 10(L/R)+12(L/R)+18(L/R)+23(L/R))
[19], as an example (see Figure 1 right).

Figure 8: K-means clustering is performed on individual Action Units
which clusters the motion into 4 groups corresponding to 4 intensi-
ties. These labels are then used to train the classifier. The image
shows 4 intensities for AU 1 + 2 automatically obtained using this
approach.

7.2.4 Classifying Action Units

Given a performance, we extract the regions from the face and pro-
cess them in the same manner as during the training phase. In order
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to account for possible differences in the extracted regions between
the training and testing videos and for slight variations in the pat-
terns, we first make sure to resize the extracted test images to be
consistent with the training data and then also perform dense non-
rigid image alignment to the neutral pose of the training subject us-
ing optical flow [28]. This gives us a UV flow field for the neutral
pose, which is applied to every frame of the performance in order
to adjust for the variations in the pattern shapes. This is shown in
Figure 7 on the bottom row.

The output of the SVM classifier predicts which FACS action units
are triggered and at what intensity, for every frame of the perfor-
mance. The mapping between the FACS action units and the blend-
shapes is trivial and needs to be done only once per rig. The blend-
shape weights predicted by the SVM are still discrete. In order to
make these continuous, we apply a smoothing function. We use the
Savitzky-Golay filter in Matlab which is a weighted moving aver-
age filter that fits a polynomial of a specified order over a specified
number of samples in a least-squares sense. We found this to be
better than using a simple averaging window as it preserves high
frequency data better. We used different smoothing-window sizes
for different AUs, ranging from 20-30 frames and a second order
polynomial. These were chosen empirically, and consistent across
subjects. We then normalize these values between 0 and 1, thus get-
ting continuous weight values α̃i over the sequence for the blend-
shapes. We use these blendweight predictions α̃i as mentioned in
equation 4.

8 RESULTS

In this Section we compare example frames from animations solved
using our method with those from methods using purely marker
based approaches. The results for our purely marker based outputs
were generated using equation 3, which is standard. The accompa-
nying supplementary video material gives an overview of our sys-
tem, and shows multiple animation results with comparisons.

Hybrid Solver: We used one of our participants to train our bank
of SVM classifiers, as described in Section 7.2.3. We then captured
the same performer and two others carrying out a range of facial
expressions and dialogues. Figure 9 shows example video inputs
from the HMC and corresponding frames from the resulting anima-
tions, using our method and for purely marker based approaches.
In the bottom row, notice how the addition of the FACS classifica-
tion affects the regions between the eyebrows (AU 4 and AU 9).
These differences are very subtle but completely change the way
the expression is perceived. These subtle differences are not cap-
tured using markers alone. Although the normal maps obtained
from the high resolution scans are baked into the corresponding
blendshapes and trigger when the corresponding blendshapes are
activated, the markers by themselves don’t drive the blendshapes
accurately resulting in subdued expressions. This is caused by a few
factors. As mentioned in Section 6, we find the optimal barycentric
co-ordinates for the markers based on an iterative error minimiza-
tion over a ROM sequence. In spite of this, the markers may not
attach themselves to the exact location on the mesh corresponding
to their location on the face during the rigid-alignment phase. This
problem is especially exacerbated when the mesh is low resolution.
One solution is to manually modify the position of the marker on
the mesh by visually inspecting its position on the face. This is
reasonable in locations that are visually discernible like the tip of
the nose and lip corners but difficult in areas without distinguish-
ing features like the forehead and cheeks. Also this gets prohibitive
as the number of markers increases. Another factor is that because
the individual blendshapes are generated from the template model
using deformation transfer, there is an inherent scale error in that
the range of movements of the subject do not match precisely with
that of the model. On the other hand our method makes use of
the additional texture information and the classifier is able to detect

the deformation in the patterns accurately. It is able to recognize
the FACS units and gauge their intensities exactly and influence the
blendshape weights such that the expression is recreated correctly
and the normal map blended in appropriately.

Figure 1 (right) shows an example of our method being used to
improve lip animation. The markers alone aren’t able to capture any
information about the inner lips and are oblivious to the fact that the
lips are closed and hence the solver gives an incorrect result. Our
method on the other hand is aware of this pattern deformation as
it has been trained to detect it and hence predicts correct weights.
The accompanying video shows the same animations, which show
themselves to be both high quality and visually close to the input
videos in terms of expression and speech motions.

Adding more markers: In order to assess whether our result us-
ing 3D markers alone wasn’t optimal due to there not being enough
present on the performer, we conducted a second experiment. We
applied 54 markers to the upper face of a performer alone, and
few more on the lower face. Figure 10 shows still images of the
performer and corresponding blendshape model output, while the
accompanying video shows an animation of the corresponding se-
quence. It is clear that even with a dense set of markers on the face,
the 3D only solver does not capture all the detail. Subtle motions
like the furrow between the brows (AU 4) and challenging expres-
sions like AU 6+43, are not captured using markers alone, while
our method is able to capture these.

9 DISCUSSION

In our experiments, we trained our classifier to detect only a few
AUs. Of course this can be extended to as many isolated AUs as the
performer can train for. Adding more AUs to our system implies
that we have to consider combinations of these AUs during training.
Note that while we’ll need to train for these combinations we can
choose to have the classifier output affect the solve just for a few
desired combinations and have only the markers handle the rest.
Given good training data that covers the general variations within a
particular movement, the classifier is able to reliably handle these
when solving for the performance.

The strength of our approach lies in the fact that we can have just
the markers drive the animation in general but also have the clas-
sifier influence the result for more challenging motions. In order
to do this we make 2 passes. In the first pass, we use the classifier
to predict blendshape weights from video as described in Section
7.2.4 to obtain weight curves α̃i. The weighting factor γ (·) is cal-
culated as described in Section 7.2. In the second pass, we use
the curves from the first pass and solve equation 4 to obtain the
final weights. We use the quadprog optimizer in Matlab with the
interior-point-convex algorithm to minimize our objective function
and impose the linear inequality constraints on αi. As we smooth
over the classifier weight outputs, our method is not real-time.

For our purposes, we want to detect the presence or absence of cer-
tain poses and have the classifier affect the results when needed.
The use of a classifier lets us provide a general framework to allow
this when used in conjunction with the γ (·) parameter. In theory a
regression based approach can be used to achieve the same effect
but we’ll nevertheless have to make a few choices about the com-
plexity of the model and the values of thresholds which amounts to
the same choice as the smoothing window size for our γ (·) and α̃i

parameters when using classifiers. Noise in the input data would be
another factor to consider which may necessitate a smoothing op-
eration on the predicted output curves just like in the classification
case.

As discussed in section 7.2.1, we extract the patterns in the texture
thus enabling the classifier to work on multiple people independent
of identity. As expected, the accuracy of the classification degrades
slightly when we train on one participant and use it on another, in
spite of the non-rigid image alignment between subjects. This is
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Figure 9: Animation Results: The left-most image of each 3-tuple shows an example image from our HMC. Middle images show results using
only markers. The right images show results using markers combined with video classification. Our method is able to capture subtle motions
between the eyes such as AU 9 (top-left tuple) and AU 4 (bottom row) which are missed when using only markers. This drastically changes the
way the facial expession is perceived. Also increased control over blendshape selection allows us to detect when wrinkles should show up (
top-right and center-left tuples)

due to sensitivity of the classifier to local transformations occurring
due to inherent differences in the motion between participants. This
is especially noticeable around the eye region as it has the most vari-
ation between subjects. This manifests itself as misclassified frames
causing inconsistency between actual performance and recreated
animation. This issue can be alleviated by making the classifier
invariant to local transformations of the input. This can be done
by augmenting our training data with random locally transformed
replicas of the training patterns at the cost of increased training time
or by using more robust classifiers that have the invariance property
built into them such as in convolutional neural networks. Ideally
the classifier should be trained on AUs from multiple people. There
are limitations to this and AUs for subjects with drastic differences
in scale or whose FACS movements are very different compared to
the training data can be misclassified. In this case, the classifier will
work better when trained specifically on the individual.

10 CONCLUSIONS AND FUTURE WORK

We have presented a novel method that uses information between
markers in the form of sparse make-up patterns in the video and
classifies FACS units in order to better fit blendshape models to fa-
cial performances. Our approach guides the overall optimization
function to include movements difficult to detect using 3D motion
capture alone. Our resulting animations are high quality and effec-
tively parameterize the actions of the performer. We have compared
our hybrid solving approach to traditional motion capture methods
that use only 3D markers and shown that our results are more faith-
ful to the performance.

Our method can be extended to handle dimples and other micro-
expressions in the future. Although we have used SVMs in our
method, we plan to consider classifiers that might be more optimal

such as Relevance Vector Machines or Deep Learning architectures
with the aim of improving robustness of classification.

We believe there is also room to improve our method to allow detec-
tion of AUs without special makeup. This is still however an area of
research in computer vision, especially given captures in environ-
ments with broadly changing lighting variation. However, recent
work in machine learning for AU detection [24] shows promise in
this area, and may allow for the recognition of many subtle motions
across a wide variation of performers.
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