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ABSTRACT 
The lack of visibility in text-based chat can hinder 
communication, especially when nonverbal cues are instrumental 
to the production and understanding of messages. However, 
communicating rich nonverbal cues such as facial expressions 
may be technologically more costly (e.g., demand of bandwidth 
for video streaming) and socially less desirable (e.g., disclosing 
other personal and context information through video). We 
consider how to balance the tension by supporting people to 
convey facial expressions without compromising the benefits of 
invisibility in text communication. We present KinChat, an 
enhanced text chat tool that integrates motion sensing and 2D 
graphical visualization as a technique to convey information of 
key facial features during text conversations. We conducted two 
studies to examine how KinChat influences the de-identification 
and awareness of facial cues in comparison to other techniques 
using raw and blurring-processed videos, as well as its impact on 
real-time text chat. We show that feature-based visualization of 
facial expression can preserve both awareness of facial cues and 
non-identifiability at the same time, leading to better 
understanding and reduced anxiety.  

Keywords: Enhanced chat, computer-supported collaboration, 
nonverbal cues, visualization and interaction techniques; motion 
sensing; de-identification. 

Index Terms: H.5.3. Group and Organization Interfaces: 
Collaborative computing. 

1 INTRODUCTION 
Computer-based communication (CMC) tools introduce features 
and options unavailable in face-to-face (F2F) communication, 
such as whether there is visibility or not and whether one can 
identify the person who she or he is talking to.  Properties of 
communication tools may afford different modes of interaction, 
which may subsequently affect the processes and outcomes of 
interpersonal communication (cf. [8]).  

In this project, we are interested in investigating how to 
maintain both awareness of nonverbal cues and visual non-
identifiability in communication. We note that the common 
dichotomy between visual communication tools (e.g., video 
conferencing) and text communication tools (e.g., instant 
messaging) may not meet the particular needs of users when 
people want to express and receive information about facial 
expressions for better communication, while not allowing others 
to see them to address technical or social constraints at the same 
time. 

Video communication can convey rich visual cues, including 
gesture, facial expression, sound, and tone. These rich cues allow 
people to make naturalistic, face-to-face-like expressions in 
communication, which may reduce ambiguity of messages and 
support comprehension. However, one potential problem may 
occur is that the visibility of interlocutors may raise concerns of 
privacy when one prefers not to be seen or not to disclose 
information about the physical context (e.g., when commuting on 
a crowded bus). Also, there are situations where social bias may 
arise when communicators can see each other, such as personnel 
recruitment in organizations where hiring decisions may be 
influenced by how applicants look [11]. In cultures where 
individuals tend to be more aware of context information (e.g., 
nonverbal or peripheral cues available in video) [27], people may 
also prefer to have control of their visibility for social purposes 
like impression management. 

Even in face-to-face social interactions, people may not always 
look at the face of the other person for socio-cultural reasons. First, 
staring at someone’s face may be regarded as impoliteness in 
some cultures. Second, it may embarrass both interlocutors 
because watching on another’s face is an intimate behavior unless 
you play a social role like interrogator, public performer or juror 
[12]. 

On the other hand, the lack of visibility in text communication 
can lead to ambiguity and misunderstanding. For example, the 
text message “Yeah, VERY good” can be interpreted as she or he 
really thinks that it is very good, or merely sarcasm. To 
complement the lack of nonverbal cues in text chat, one common 
approach is to provide emoticons such as “:)” as a device to 
express emotions or intimacy [10]. However, while emoticons are 
prevalent, and may achieve certain social consequences beyond 
what face-to-face communication can afford [26], emoticons are 
discrete and artificial in nature. Emoticons are still different from 
natural nonverbal cues, such as facial expressions made directly 
by people with their face muscles. 

It is acknowledged that people are adaptive in social 
interactions and communication, which has the power to 
overcome the limitation of communication tools [26]. For 
example, close friends and family members may still be able to 
understand one another well enough when the communication 
channel does not provide rich cues, or is noisy and disrupted. The 
utility and usefulness of visual cues may also depend on social 
factors such as the pre-established relationships among 
interlocutors and the context of communication. Because of the 
wide variety of user needs and the adaptivity of users, we are not 
trying to replace one communication tool with another. Rather, 
our goal is to explore possible ways to de-identify interlocutors 
while still supporting their use of the facial expressions to 
communicate. We aim to offer a new option for users to handle 
situations where there is need to maintain both awareness of facial 
cues and invisibility of other personal or contextual information. 

1.1   To See or Not to See? Reconsidering Visibility in 
CMC System Design 

It is increasingly clear from studies of CMC that the role of 
visibility in communication can vary depending on the tasks, 
users, and context of communication [8][9][24]. Visibility 
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available in F2F and video communication can be effective and 
desirable in situations where nonverbal information matters, such 
as when the goal is to ensure understanding and to establish 
shared knowledge among interlocutors [8][9]. Visibility also 
entails accountability, which can improve participation in 
collaborative work [18].  

 On the other hand, invisibility as a feature of text 
communication does not necessarily lead to suboptimal 
communicative processes or outcomes. Long-term interactions 
can compensate for invisibility and the reduction of social cues in 
relational communication [25][26]. Invisibility affords non-
identifiability, which is often a required feature for privacy. Also, 
invisibility may reduce the sense of social presence and social 
anxiety, and can support activities where self-expression and 
autonomy are important, such as group brainstorming [27] or self-
disclosure [15].  

Visibility and invisibility each appears to have pros and cons, 
and both can be useful properties when they are used 
appropriately. From the point of view of technology building and 
development, we argue that the gap between visibility and 
invisibility is too large to meet the nuanced, sophisticated goals 
that designers and users face today. More specifically, there is 
lack of options between the choices of visibility and invisibility. 
Both designers and users are in need of communication modalities 
in-between these two extremes. To investigate this design space, 
we consider the following question for the purpose of supporting 
text-based communication — Can we help people convey rich 
facial cues while non-visible during text chat?  

The current work aims to make a system-oriented contribution 
by identifying and evaluating an interaction technique that 
reconciles the tension between visibility and invisibility. We 
present KinChat, a visualization tool that uses motion sensing to 
capture and track people’s facial features (e.g., eyebrow, mouth 
etc.), and then visualize these features as animated graphic 
representations of faces to supplement text communication. Figure 
1 shows a sample visualized face generated by KinChat. The 
design can supplement nonverbal facial cues in text chat by 
showing facial expressions and head movements in real-time 
without using the regular video channel. 

We conducted two studies to examine 1)whether feature-based 
visualization helps preserve interlocutors’ awareness of nonverbal 
facial expressions while safeguarding privacy at the same time, 
and 2) the impact KinChat has on interactive text chat. Results 
from the two studies confirmed that KinChat’s approach can 
protect invisibility at the level of identity recognition and also 
provide an awareness of facial expression that improves the level 
of comprehension and reduces anxiety. At the end of the paper, 
we discuss the implications to future design and research in CMC. 

2 DE-IDENTIFICATION AND AWARENESS OF NONVERBAL CUES 
Previous interaction techniques and methods on balancing the 
tension between invisibility and awareness of nonverbal 
information, and de-identifying facial images can be divided into 
two categories, image-based or model-based approaches. 

The image-based approach diminishes identifiable information 
of users with image processing techniques. For example, one may 
replace certain facial features [4] or add filters to the images of 
human faces [6].  

Boyle et al. have studied the impact of different types and levels 
of image filtering on both awareness of other people and privacy 
maintenance. They found that blur filters can provide better 
awareness and privacy protection than pixelized filters [6]. 

The model-based approach, on the other hand, replaces 
interlocutors’ faces with 3D-based human or non-human 
representations, such as avatars. The benefit of using avatar is that 
interlocutors can customize or select their own self-presentations 
[16]. However, avatars may also contain socially sensitive 
features like race, gender, and look that may result in unintended 
or uncontrolled influence on users’ perception, experience and 
behaviors. Previous work also found that in online virtual games, 
avatars’ appearance could shape players’ behaviors [20][21]. 

Both approaches have the capability to successfully de-identify 
interlocutor’s faces; however, they also appear to have their own 
constraints. Image-based approaches may block the recognition of 
facial expression and emotion when strong filters are applied to 
video [6]. Although the model-based approach using avatars can 
receive some extra benefits, such as increased user motivation [3] 
and satisfaction [22], the look and feel of avatars could influence 
communication in an unintended manner. 

We aim to develop an alternative visualization technique to 
account for problems in existing techniques. Rather than 
considering ways that reduce visual cues with image filter or 
replace real faces with dissimilar 3D models, we adopt a 
constructive approach.  

Following the design notion of social translucence [13], we 
focus on identifying which information or non-verbal features that 
a communicator conveys are crucial to guide smooth 
communication. We also stick to the principle of parsimony, 
avoiding adding unnecessary information or features to the 
communication channel to keep it as lean and succinct as possible. 
Therefore, model-based approaches like the use of avatars are 
outside the scope of our current purpose. 

In the rest of the paper, we describe our method of feature-
based visualization of facial expressions. We present the first 
study that compared the proposed method to filtered videos on the 
awareness of facial expression and the protection of 
identifiability. We intentionally excluded model-based approaches 
in the evaluation study as the use of avatars would introduce 
external cues associated with the appearance and design of the 
avatars per se, which is not the main interest of the current work. 
In the second study, we then examined the impact of feature-
based visualization of facial expression in aspects of 
communication. 

3 VISUALIZATION OF FACIAL EXPRESSION 

3.1 Features of Facial Expression 
Research in psychology has shown that facial expressions play a 
crucial role in communication, especially the conveyance and 
recognition of emotions [2]. These basic emotions include 
happiness, sadness, anger, surprise, fear and disgust [12]. Facial 
expressions as mediators of basic emotions were shown to be 
cross-cultural and universal, and thus can be leveraged generally 
as a device of non-verbal communication.  

This cross-cultural universality and robustness have been 
validated with populations who had no opportunity to receive 
information from modern mass media such as TV. Research with 
aboriginal people living in New Guinea showed that these people 

 
Figure 1: Feature-based visualization of facial expression. 
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connect emotions and facial expressions in the same ways as 
people from the modernized cultural contexts [12]. 

To produce recognizable basic emotions, the movement of a 
number of key facial features has been shown to be important, 
while other features were considered less crucial [2][12]. For 
instance, for conveying happiness, fear, anger, and surprise the 
movement of facial features involve mainly the mouth. Nose is 
the main feature for conveying disgust, and in fact, it is a rare 
emotion that involves the use of nose. These findings imply that it 
is viable to succinctly track and visualize a number of key features 
to create a communication channel that mediates facial 
expressions. 

3.2 Prototyping 
We present one’s face with 2D graphics (see Figure 1) but not 

with 3D models as in the use of avatars. This is because different 
avatars’ appearance may still add untended effects on social 
interaction [20][28]. We are mainly interested in enriching 
communication by changing the way existing information is 
presented.  

The visualization is implemented with the Microsoft Kinect 
motion sensor, which has the capability to track the movement of 
facial features and head position. More specifically, we used 
Kinect SDK to capture the information of 3D Head Pose and 2D 
Mesh and Points in our system.  

3.2.1 3D Head Pose 
The 3D Head Pose detection function in Kinect SDK can not 

only track the X, Y, and Z positions of the user’s head, but also 
represent them as points in a right-handed coordinate system, 
where the Z-axis points toward the user and Y points up. With the 
coordinate positions of the 3D Head Pose, we can detect and 
visualize the distance between users’ face and the Kinect sensor, 
with the head rotation angles along the three axes (see Figure 2). 

3.2.2 2D Mesh and Points 
For facial expression, Kinect can track 100 key points on one 
face. To represent users’ facial expression parsimoniously, we 
selected to track and visualize only 24 of them. The points that we 
chose are considered as representative features sufficient for facial 
expression conveyance and recognition as inspired by earlier 
research in basic emotions. These key points are: four for each 
eyebrow, four for each eye and eight for mouth (see Figure 3). 
Another reason that we track key points is that it can save 
computational time and bandwidth when KinChat renders the 
visualizations of facial expressions in the chat client. 

4 STUDY 1: DE-IDENTIFICATION AND AWARENESS OF FACIAL 
INFORMATION 

To evaluate the proposed approach, we conducted two studies. 
The objective of the first study was to understand whether the 
visualization technique meets the design goal: the visualization 
can provides users with an awareness of facial expressions while 
still de-identifying personal information. 

4.1 Hypotheses 
We posited the two main hypotheses. 

4.1.1 H1: De-Identifying Facial Images 
Unlike video or face-to-face, the feature-based visualization does 
not reveal users’ facial outline, hair, nose, ears, and skin. It also 
simplifies eyebrows, eyes, and mouth to lines. Therefore, it is 
more difficult to identify a face with the visualization than with 
videos. 

4.1.2 H2: Awareness of Facial Expression 
Because of reduced richness of facial features, we expect that 
there will be lower awareness of facial expression by using our 
visualization than videos. Because we highlight key facial 
features, we also expect that there will be greater awareness of 
facial expression by using our visualization than using image-
based de-identification techniques, of which all facial features are 
blurred unanimously without differentiation. 

4.2 Design of the Study 
To test our hypotheses, we designed a video content rating study. 
First, we prepared videos of actors performing certain facial 
expressions and then processed the videos using different de-
identification techniques. Then we asked participants to watch the 
de-identified videos and respond to a survey that assesses 
participants’ awareness of the semantic content of the videos, and 
their abilities to identify the actors performing in the videos. As an 
initial feasibility study for comparing the effects of different 
techniques, the design of the study is cost-efficient and also can 
control the influence of other factors present in interactive 
communication.  

4.2.1 Conditions of Information Filtering 
We compared four conditions: original video, feature-based 

visualization, light-blur filtering, and hard-blur filtering.  For 
image-based filtering, we chose to use the blur filters rather than 
other filters (e.g., pixelization) as blurring was identified to be a 
more effective technique for performing de-identification than 
other image processing techniques [6]. See Figure 4 for examples 
of the four conditions compared in the study. 

 
Figure 2: Visualization of rotation of the 3D Head Pose with 

respect to the three axes. 

 
Figure 3: Video clips of facial expressions processed by 
different de-identification techniques. Top-left: original 

video; top-right: light blur filter; bottom-left: hard blur filter; 
bottom-right: feature-based visualization. 
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To prepare the videos, we chose four facial expressions for four 
actors to perform. The four facial expressions include frowning, 
eyebrow-lifting, smiling, and surprise. Originally we intended to 
ask our actors to perform major facial expressions from the basic 
emotion categories, including smile, surprise, sadness, anger, fear 
and disgust. However, because our actors were not professional, 
they could not perform all the emotions naturally. Thus in 
addition to two basic emotions they can perform well (smiling and 
surprise), we asked them to make two expressions that are not 
among the basic categories of emotion, frowning and eyebrow-
lifting. They did not report any problems performing the four 
expressions we selected. Note that we recruited regular users 
rather than professional actors to perform the expressions as a way 
to simulate the types of facial expressions that regular users would 
see during everyday communication. 

We recruited two males and two females as actors. Each actor 
was asked to perform all four facial expressions. We videotaped 
all the expressions first. The researchers then applied three image-
processing filters on the original video: light blur (Gaussian blur 
filter with radius 30), hard blur (Gaussian blur filter with radius 80) 
and the feature-based visualization of facial expression. Therefore, 
there were a total of 64 videos generated: 4 actors × 4 facial 
expressions × (3 filters + 1 original video).  

We compiled a computerized questionnaire based on the 
generated videos. There were 64 versions of the questionnaire, 
one for each of the 64 videos generated. The questionnaires have 
identical questions and differ only in the video stimulus being 
used. 

4.2.2 Participants 
We recruited 64 participants from the campus of a major 

university and its surrounding community in north Taiwan. 90% 
of the participants were students pursuing undergraduate or 
graduate degrees in the university. Females accounted for 26.6% 
of the participants (73.4% as male). Participants were randomly 
assigned to complete one of the 64 versions of the questionnaire 
on a computer.  

4.3 Procedure 
The questionnaire consisted of four steps. In the first step, 
participants were instructed to watch a video clip sampled from 
the pool of 64 videos (as described above) and then recognize 
which person was in the video by selecting from the photos of the 
four actors. We evaluated the accuracy of character identification 
based on the responses obtained in this step. 

In the second step, they watched the same video again and 
described the actor’s facial expression using their own words. 
Thus, this was an open-ended question, and we did not give them 
any hints on how to produce the descriptions. We evaluated the 
accuracy of facial expression identification based on data 
collected in this step. To analyze the data, two coders reviewed 
each description and verified whether the description as correct or 
not (Kappa = .90).  

In the third step, we presented a web page showing four video 
clips, one for each of the de-identification conditions, of the same 
actor performing the same facial expression. The content of these 
four clips were the same– an actor performing the same facial 
expression as the previous steps but processed using different 
filters (i.e., original video, hard blur, light blur, and feature-based 
visualization of facial expression). Then participants were asked 
to rank the four clips by how difficult it was to identify who is the 
actor from the hardest to the easiest. The ranking result reveals 
how well a condition may protect identifiability of personal 
information. The more difficult it is to identify a particular person, 
the higher the level of protection.  

In the last step, participants watched the four clips again and 
ranked them in terms of their ability to distinguish facial 
expressions. In any of the steps, if participants were not sure about 
their answers, they were allowed to answer that they did not 
know. They were not forced to make a guess to ensure the validity 
of data collected.  

Every participant was randomly assigned to a set of video clips 
in which the actor and the facial expressions shown across the 
four steps were controlled. For example, if the video clip in the 
first two steps was actor A smiling with light blur filtering, the 
four video clips in the last two steps were of A smiling with light 
blur, hard blur, feature-based visualization, and the original video.  

4.4 Results 

4.4.1 Accuracy of Character Identification 
The left chart of Figure 5 shows the accuracy rates of character 
identification (e.g., identifying who is the actor) in different 
conditions. In the original video condition, all of the participants 
were able to identify the character correctly (100% accurate). This 
is not the case for processed videos. The accuracy rates were 
87.50% in light blur condition, 68.75% in hard blur condition, and 
only 37.50% in feature-based visualization. A likelihood ratio chi-
square test was performed to determine whether the accuracy of 
character identification in different conditions were equal. The 
accuracies were not equal across conditions, χ2(3) = 20.99, p < 
.0001. It is the most challenging to identify who is the actor with 
our proposed visualization technique. 

 
Figure 4: Video clips of facial expressions processed by 

different de-identification techniques. (top-left: original video; 
top-right: light blur filter; bottom-left: hard blur filter; bottom-

right: feature-based visualization) 

 
Figure 5: Left: Accuracy of Character Identification. Right: Accuracy 

of Facial Expression Identification. 
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4.4.2 Accuracy of Facial Expression Identification 
The right chart of Figure 5 shows the accuracy rates of facial 
expression identification obtained from the coding of participants’ 
open-ended descriptions. The accuracy rates of participant’s 
description of the action were 62.50% in the original video 
condition and the light blur condition, 12.50% in the hard blur 
condition, and 43.75% in the feature-based condition. A 
likelihood ratio chi-square test was performed to determine 
whether the accuracy of facial expression identification in 
different conditions were equal. The accuracies were not equal 
across conditions, χ2(3) = 11.83, p < .01. While feature-based 
visualization performed understandably poorer than unprocessed 
video, it has advantages over hard-blur filtering for providing an 
awareness of facial expression.  

4.4.3 Ranking of Perceived Difficulty to Identify Individuals 
Figure 6 shows how participants ranked the four conditions 
according to the perceived difficulty of identifying particular 
actors. A likelihood ratio chi-square test was performed to 
determine whether the four conditions were ranked equally. 
Ranking for the four conditions were not equally distributed, χ2(9) 
= 349.12, p < .0001. For the hard blur condition, 46.88% of 
participants ranked it in first place and 51.56% ranked it as the 
second. While for feature-based visualization, 51.56% ranked it in 
first place, and 23.44% ranked it second. The weighted average 
rank for hard blur filtering (expected value of rank = 1.55) is still 
better than feature-based visualization (rank = 1.79). Nevertheless, 
feature-based visualization outperformed original video (rank = 
3.91) and light blur filtering (rank = 2.77). 

4.4.4 Ranking of Perceived Ability to Distinguish Facial 
Expression 

Figure 7 shows how participants ranked the four conditions in 
terms of the easiness to distinguish facial expressions. A 
likelihood ratio chi-square test was performed to determine 
whether the four conditions were ranked equally. Ranking for the 
four conditions were not equally distributed, χ2(9) = 347.74, p 
< .0001. Not surprisingly, 82.81% of participants ranked 

unprocessed video in first place. The weighted rank (i.e., expected 
value) for video was 1.17. For the feature-based condition, 
17.19% of participants ranked it in first place and 48.44% in 
second. The weighed rank for feature-based visualization was 
2.30, which is worse than video, but still better than light blur 
(2.67) and hard blur (3.86). 

4.5 Discussion 
In this study, we confirmed that we could preserve the awareness 
of facial expression without unveiling users’ face images and 
identities. With feature-based visualization, participants failed to 
identify the performing actor from the set of four candidates. They 
also ranked feature-based visualization to provide better de-
identification protection than light blur and original video. H1 is 
thus supported. 

On the other hand, in terms of awareness of facial expression, 
although the accuracy rate of facial expression identification in 
feature-based visualization (43.75%) was not as good as the rates 
of video and light blur conditions (62.5% in both), it was still 
much better than the accuracy rate of hard blur condition 
(12.50%). In the ranking-based analysis, we also obtained a 
similar result where video provided the greatest awareness of 
facial expression, followed by feature-based visualization as the 
second best condition. Image-based filtering conditions (light blur 
and hard blur) were clearly the least effective for providing such 
awareness. H2 was also supported by our results. However, it is 
worth noting that the amount of awareness that the image blurring 
technique can provide would depend on the degree of blurring 
(i.e., radius of the Gaussian blur filter). 

Based on our results of the video-rating study, overall, to deal 
with the tension between privacy and awareness of facial 
information, the technique of feature-based visualization of facial 
expression shows its superiority over the other methods. As we 
expected, the parsimonious set of facial features that we chose to 
visualize can effectively de-identify the identity of individuals. 
Also, unlike image-based techniques where all visual information 
is filtered unanimously, feature-based visualization also has the 
function to highlight important visual information necessary for 
conveying non-verbal communicative cues. The result confirmed 
the expected value of the visualization technique for 
communicating facial expressions. 

 

 
  

Figure 7: Ranking of Perceived Easiness to Identify Individuals. 

 

 
 

Figure 6: Ranking of Perceived Difficulty to Distinguish Facial 
Expressions. 
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5 STUDY 2: REAL-TIME TEXT COMMUNICATION 
The results from study 1 indicated that feature-based visualization 
can de-identify user facial images and still allow other people to 
perceive and recognize users’ facial expressions. Now we extend 
our focus to examine the effects of using feature-based 
visualization of facial expression in real-time, interactive 
communication.  

We developed an enhanced text-chat system called KinChat. 
The system was built with a server-client architecture. The client 
was built as a Windows application, which has access to a Kinect 
motion sensor. It can track the positions of facial feature points 
and update the information through a mediation server. Then the 
sever transfers these data to other connected client programs. 
When the other clients receive the positional information of facial 
features, the system renders the visualization of the facial 
expression on the screen, as shown in the right hand side of Figure 
8. People express their emotion through facial expression rapidly. 
It is rare that facial expression of emotion can last as long as five 
or ten seconds except when someone’s emotion is very intense. 
Most facial expressions show up only for a few seconds [12]. 
Hence, the real-time mechanism of KinChat could avoid people 
missing an important facial message. We expect that the extra 
visualization can add social cues to text chat, enriching the 
communication medium in a beneficial means. 

In the second study, we examine the effects of feature-based 
facial visualization on communication by comparing three 
conditions, text-only chat, video-added chat, and KinChat (i.e., 
visualization-added chat). We examine the effects of different 
conditions on users’ communication anxiety, social attraction, and 
level of understanding of the communication content.  

5.1 Social Anxiety in Communication 
One potential benefit of using de-identified visualization rather 
than video to convey facial expressions is to ameliorate one’s 
feeling of communication anxiety by reducing the amount of 
social cues, and thus the sense of social presence of other people. 

Previous research suggested that communication over lean 
media (i.e., media with fewer social cues) may reduce the feeling 
of anxiety during communication. Studies showed that individuals 
are more willing to reveal personal information in text-mediated 
communication [15]. Similarly, individuals tend to disclose more 
to their partners in voice-only meetings than video conferencing 
[1]. Individuals tend to feel more comfortable, more confident, 
and safer in online communication settings [7]. 

5.2 Hypotheses 
When applying KinChat to computer-mediated text-based 
communication, there are a number of possible benefits.  

First, the availability of facial expressions may serve as an 
additional non-verbal channel, providing extra resources for 
individuals to use for conveying messages and grounding 
understanding [8].   

Second, because facial expressions are de-identified by KinChat, 
compared to unprocessed video the richness of social cues is 
lessened, and thus people may be less anxious and more 
comfortable engaging in interpersonal conversations. As a result, 
the quality of communication and thus comprehension of 
messages may also improve. More specifically, we posit the 
following hypotheses: 

5.2.1 H3: Level of Understanding 
We expect that participants will have better understanding during 
the conversation when feature-based visualization of facial 
expression is available. The level of understanding in KinChat 
condition will be greater than the level in text-only 
communication. 

5.2.2 H4: Communication Anxiety 
As described earlier in the design of feature-based visualization, 
KinChat will not show extra information except the key facial 
features it traces. Therefore, private and personal information such 
as one’s look and the surrounding context of the space one is  
located in will not be revealed either. Therefore, compared to 
video communication, using KinChat will result in lower anxiety. 

5.3 Interface Design 
Similar to the design of many video-chat tools, KinChat presents 
both one’s own and partners’ feature-based visualizations of faces 
at the same time on the same screen, so that people know how 
they appear to their partners. One’s own face is smaller than the 
partner’s and is presented at the corner of KinChat’s interface (see 
Figure 8). A light indicator is used to indicate the sensing status of 
the Kinect sensor. The indicator lights green when the sensor 
detects the user, otherwise it stays red. 

5.4 Experimental Study 
We conducted a laboratory study to evaluate the impact of 
KinChat on communication with three conditions: Video (without 
sounds), IM chat (text only), and KinChat. To allow a fair 
comparison across conditions, the video condition is muted so the 
participants can not speak or hear any sounds from their partners. 
Participants still use text messages to communicate, but they can 
see each other in the video. There are two main windows shown 
on the computer screen: one for text messaging (using Skype’s 
chat function), and another for KinChat or Video depending on 
the experimental condition. Participants can also freely use built-
in emoticons in any condition. 

 
Figure 9: The experimental setting for second study, which 
resembles the common use scenario of computer-mediated 

chat.  

 

 
Figure 8: The interface of KinChat. The chat window is on the 

left. The red and larger face on the right represents the partner’s 
facial expression and the green face represents oneself.  
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5.5 Procedure 
We recruited a total of 45 participants to attend a simulated, one-
on-one conversational interview. We told participants that we will 
randomly assign them to play either the role of interviewer or 
interviewer. We also told them that a participant who arrived 
earlier and was assigned to play the role of interviewer will ask a 
number of questions, and interviewee will need to answer those 
questions. However, all of the participants were recruited as 
interviewees and the interviewer was a trained confederate 
arranged by the researchers. At the end of the experiment, we 
debriefed the participants with explanations of the experimental 
design. We didn’t notice adverse reactions from the participants. 

The confederate interviewed each of the participants for 15 
minutes in a semi-structured fashion by using one of the three chat 
conditions. Each condition had 15 participants. All of them were 
students recruited from two major universities in Taiwan. See 
Figure 9 for the physical setting of the study. 

The topic of conversation was controlled to focus on college 
and campus life. The conversation started by asking participants 
“What major are you studying?” followed by questions such as 
“What courses had you taken?” and “Why you chose to study 
such subjects?” After the session, participants were asked to 
complete a questionnaire. We also invited four participants to 
attend a semi-structured usability interview concerning their 
experience of using the chat tool and their perception of its 
usefulness. The usability interview consisted of questions 
concerning how the participant felt about this system, such as 
“according to your use of the chat tool, what’s the pros and cons 
of the system?” and “in your opinion, what can be improved in 
this system?” The usability interview lasted about 15 minutes for 
each participant. 

5.6 Measures 
To measure participants’ experience and social perceptions in 
communication, participants were asked to take a post-
experimental survey for assessing their communication anxiety, 
social attraction, and level of understanding in the conversation. 

5.6.1 Level of Understanding 
Perceived level of understanding in communication was assessed 
with three items used in a previous CMC study [14]. Sample 
questions include “I had to think harder to understand the 
ambiguous information in his (her) ideas,” and “I believed that he 
(she) could understand my ideas clearly.” Cronbach’s alpha 
reliability for the three items reached .79.  

5.6.2 Communication Anxiety 
Six items from a common communication apprehension scale 
were used to assess communication anxiety [5]. Sample items 
include “I prefer to listen rather than to talk in the conversation,” 
and “My body feels tense when I talk with him or her.” 
Cronbach’s alpha reliability was .80. 

5.6.3 Social Attraction 
Five items from a validated scale for interpersonal attraction in 
interpersonal communication were used [17]. Sample items 
include “I think s/he could be a friend of mine,” and “We could 
never establish a personal friendship with each other.” Cronbach’s 
alpha reliability for the sampled items was .59.  

All questions have been translated to Mandarin Chinese to 
match the language proficiency of our participants. An 
independent English-Chinese bilingual speaker checked and 
confirmed that the translations were semantically consistent with 
the English versions. 

5.7 Results  

5.7.1 Level of Understanding 
There was a significant main effect of communication media on 
level of understanding between conditions, F(2, 42) = 3.48, p 
= .04, ηp

2 = .14. The mean of participants’ rating of how much 
they understood their partners was 5.51 (SD = 1.05) in video 
condition, 5.15 (SD = 1.06) in IM condition and 6.08 (SD = 0.89) 
in KinChat condition (see Figure 10 left). Post-hoc comparisons 
using Tukey HSD indicated that participants had significantly 
higher perceived understanding in KinChat than in regular text-
only IM (p = .03). H3 was supported. 

5.7.2 Communication Anxiety 
There was a significant difference on communication anxiety 
between conditions, F(2, 42) = 3.28, p = .048, ηp

2 = .135. 
Participants’ level of anxiety was 3.17 (SD = 0.94) in video, 2.4 
(SD = 0.89) in KinChat, and 2.65 (SD = 0.62) in text-only IM (see 
Figure 10 middle). A smaller score indicates that participants 
perceived less tension when interacting with the confederate. 
Post-hoc comparisons using Tukey HSD indicated that 
participants had lower anxiety when they communicated over 
KinChat than video (p = .04). H4 was supported. 

5.7.3 Social Attraction 
In terms of how socially attractive participants felt about their 
partners, the levels of perceived social attraction in video (M = 
5.13, SD = 1.04), KinChat (M = 5.3, SD = 1.16), and IM (M = 

 
Figure 10: Left: Level of understanding by type of medium used for communication. Middle: Communication Anxiety by type of 

medium used for communication. Right: Social Attraction by type of medium used for communication. 

 

205



4.96, SD = 0.95) were not significantly different, F(2, 42) = 0.47, 
p = .63,  ηp

2 = .02. (see also Figure 10 right). 

5.7.4 Usability Interview 
We transcribed the post-experimental usability interviews and 
identified salient topics touched on during the interview by 
scanning through the transcripts repeatedly. The interviews appear 
to support our findings from the experiment. Participants 
considered it difficult to identify interlocutor’s emotions in text-
only chat. They also reflected their everyday experience and 
reported that they tend to avoid using video when it is not 
convenient, for example, after a bath or with strangers as reported 
in the interviews. 

6 DISCUSSION 
According to the results from Study 1, the feature-based 
visualization technique can successfully de-identify users’ face 
images. Although the technique sacrificed some awareness of 
facial expression, it is still overall a better choice than image-
based filtering techniques. 

By applying the technique to support interactive text 
communication, we see significant improvements in both the 
social and cognitive aspects of communication. Results show that 
adding real-time visualization of facial expression to text chat 
may increase understanding and decrease communication anxiety. 
People better understood text messages when they saw others’ 
facial features and head movement with KinChat.  

As a nonverbal cue, facial expressions may supplement verbal 
communication. The results we obtained provide initial support 
that using simple feature-based visualization to mediate facial 
expression can also effectively mediate the nonverbal cues 
necessary for supporting understanding in communication. 
Meanwhile, participants felt less anxious because of the de-
identification of faces, and the reduction in anxiety may also be 
beneficial to overall quality of communication as people will be 
able to better engage in the interaction. 

6.1 Implications to CMC Design and Research 
The paper has contributions and implications to the technical and 
social aspects of CMC design. First, in the technical aspects, we 
present a simple, easy-to-implement yet effective interaction 
technique for adding desirable nonverbal cues to text-based 
communication without disclosing interlocutors’ identities. Unlike 
video or image-based filtering, the technique delivers facial cues 
selectively. This attribute makes the technique an ideal solution 
for realizing adaptive awareness in CMC. For example, if a user 
wants to increase (or reduce) the awareness of non-verbal cues, 
they may choose to deliver facial features selectively without 
dramatically altering the affordances of the communication 
channel (e.g., switching between text chat and video 
conferencing).  

As discussed at the beginning, model-based techniques such as 
the use of avatars serve as another option for visualizing facial 
expressions. However, we noted that the complexity and the 
building cost associated with avatars may outweigh the benefits 
they can reap. One major concern is that choosing which avatar to 
use is not straightforward and may introduce unexpected impact 
on communication due to visual attributes of the models, such as 
race, gender, and even cuteness. Also, avatars normally do not 
allow selective visualization of facial features (try picturing an 
avatar without a nose!), making user-controlled adaptability less 
feasible. 

Second, regarding the social aspect of CMC design, KinChat 
opens up a new way to augment text chat with extra nonverbal 
cues, or to appropriately adjust the richness of social cues in video 
communication to an extent less intimidating to users. KinChat 
provides an opportunity to re-consider and even integrate the two 
competing theoretical models in CMC, cue-filtering or media 
richness [9] versus hyperpersonal or social information processing 
[26]. The uniqueness of KinChat is that it enables selectively 
highlighting (rather than filtering) nonverbal cues. This property 
goes beyond the scenarios that either theoretical model has 
considered before. For example, it is now possible for users to 
engage in strategic hyperpersonal communication by choosing 
what nonverbal cues to convey without worrying about the 
disclosure of unintended information.  

6.2 Limitations and Future Work 
In this paper, we present KinChat as a proof-of-concept prototype. 
We are aware of numerous opportunities to improve the technical, 
behavioral, and theoretical aspects of the work. The emergence of 
these opportunities strengthens, but not weakens, the value of the 
current work. 

The interface can be further improved in its usability. In the 
current design, text messages and face animation are displayed in 
two different windows, which may make it difficult for users to 
notice facial features when they pay attention to the chat.  The 
studies were limited in terms of the number of participants 
involved, reliability of measurement instruments (e.g., alpha 
reliability is only around .6-.8 for the instruments used in Study 2), 
and the experimental setting per se.  Replicating the studies with 
varieties of stimuli, tasks, samples of participants, and conditions 
will help consolidate the findings.  

In terms of motion sensing, it is valuable to track not only facial 
features but also the movements of hands and other body parts to 
provide more visualizations as non-verbal cues. With more non-
verbal cues, we may also add the function of feature management 
and selection for designers and users to choose what features to 
convey and highlight. 

The visualization of facial expression can also have applications 
other than augmenting online text chat. One possibility is that the 
visualization can help diminish discrimination in an interview by 
blocking cues related to one’s look, age, gender or race. Another 
application is on supporting intercultural collaboration. By 
selectively highlighting individuals’ visible features, it can 
prevent possible prejudice and help people communicate better.  

7 CONCLUSION 
KinChat is a technique for achieving de-identified visualization of 
facial expression in computer-mediated communication (CMC) by 
integrating the technologies of motion sensing and 2D graphical 
visualization. The approach allows designers and users to 
highlight and deliver key facial features as nonverbal cues to 
supplement text chat. The technique is conceptually more 
parsimonious and technically more straightforward than other de-
identification techniques, such as image-based blurring and 
modeling-based avatars. 

Through two interconnected studies, we show that the proposed 
technique appeared to preserve both awareness of facial cues and 
de-identification of the interlocutors as we expected. In real-time 
communication, using KinChat to augment text chat resulted in 
better understanding of messages and reduced communication 
anxiety, confirming its utility.  

We note that the artifact of KinChat represents a new breed of 
communication channel with properties and affordances beyond 
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what traditional CMC theoretical models can cover. KinChat 
enables strategic uses of nonverbal facial cues in task-oriented and 
relational communication, and it brings together both the benefits 
of rich- and lean modes of communication. The design and social 
spaces of KinChat deserve further investigation. 
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