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ABSTRACT

We introduce the use of qualitative analysis and active learning to
photo album construction. Given a heterogeneous collection of pho-
tos, we organize them into a hierarchical categorization tree (C-tree)
based on qualitative analysis using quartets instead of relying on
conventional, quantitative image similarity metrics. The main moti-
vation is that in a heterogeneous collection, quantitative distances
may become unreliable between dissimilar data and there is unlikely
a single metric that is well applicable to all data. Our qualitative
analysis utilizes multiple distance measures and applies them where
reliable comparisons are possible. Then from the C-tree, we develop
an active learning scheme for fine-grained photo scene classification,
allowing the selection of representative photos for layout construc-
tion which better reflects user intent. Finally, the selected photos
are laid out in a comic-like arrangement based on a style template
library and layout optimization. Experiments demonstrate that our
method is efficient, user-centered, and produces photo albums that
are more preferable in comparison with previous approaches.

Keywords: C-tree; Active Learning; Comic-like Photo Collage

Index Terms: Computing methodologies— Computer graphics—
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1 INTRODUCTION

Photo albums are treasure chests of stories, events, and moments for
every person and every family. A typical photo album consists of a
series of pages, each of which has a uniform size and dimension, and
on each page, one or more related photos are displayed in a certain
layout. An enjoyable browsing through a photo album can be mainly
attributed to the quality of photo selection, for the whole album as
well as the assignment of photos to individual pages, and proper
photo arrangement on each page. Photos on the same page should
be well related to spark interesting connections and fond memories.
One may also wish to quickly locate a particular photograph in his
or her mind during browsing, perhaps the one that captures a unique
moment. Last but not least, a well-made photo album must exhibit
visual clarity and aesthetics with its chosen photo layout.

In the era of digital and mobile photography, people are taking
many, perhaps too many, photos whenever and wherever they want,
leading to an explosion of personal photo collections. Even when
photos are organized in file directories by time, event, or other
themes, the number, as well as heterogeneity, of photos per directory
may still be too great for a user to appreciate browsing photos one at
a time. Photo albums alleviate this problem as they allow viewing
collections of photos at a time. In addition, heterogeneity of the
photo collections is conveniently addressed by assigning clusters of
well-related photos to different pages of an album. The challenge
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is then how to make photo albums from very large and diverse
photo collections. Manual photo selection and arrangement, the way
photo albums were traditionally made, is too tedious. With much
advance in image analysis and manipulation, efforts have been made
to automate the process [14, 19, 21, 27, 32, 33].

Given a large collection of photos, the core technical problems for
photo album construction include image classification and represen-
tative photo selection, which are followed by a layout optimization
for the set of selected photos. To solve the key classification prob-
lem, all current methods have relied on computing numerical or
quantitative similarity distances between images. When the input
collection is diverse however, such distances may become unreliable,
especially between dissimilar images, and there is unlikely a single
metric that is well applicable to all data items in the collection.

Inspired by the work of Huang et al. [9], we introduce the use of
qualitative analysis to photo/image organization. The key idea is to
utilize multiple similarity distances when comparing and organizing
diverse data and more importantly, such distances are employed
only when they can be reliably compared. One situation for reliable
comparisons is when there is clear contrast between small and large
distances. For example, we can be quite certain that some data pairs
are much closer (i.e., more similar) to each other than from others.
Four such data items can form a quartet, as shown in Figure 1(b),
where each quartet reflects a topological relation only it does not
specify any numerical distance between the data. Given a large
number of reliable quartets, we can construct a categorization tree
(or C-tree) to hierarchically organize the input photo collection based
on reliable estimates of similarities between the photos.

In addition to the use of qualitative photo organization, we also in-
volve humans in the loop to improve the quality of the photo albums
constructed. After all, album making has always been an endeavor
with a personal touch, hence it is unlikely that a fully automated
tool can cater to all user desires. To this end, we incorporate active
learning into photo classification and representative photo selection,
where users provide “must-link” and “cannot-link” constraints to
steer the photo classification. Finally, we optimize a comic-like
layout for each album page, out of the selected representative photos,
based on an album page template library we construct.

Our contributions are three-fold. First, we introduce the use of
qualitative analysis to hierarchically organize a photo collection
using a C-tree. Second, we develop an active learning scheme based
on the C-tree for image classification, recommending representative
images to allow the users to select their favorites to keep in the
album. Third, we design a photo collage display using comic-like
layouts based on a template library, allowing concise photo layouts
following aesthetically designed layout patterns.

2 RELATED WORK

Image organization and classification. Researchers generally clas-
sify images into different groups based on labeled training data. Nu-
merical distances between images based on or trained on different
levels of image features can be defined [15,24] for subsequent learn-
ing [5, 11]. However, when comparing dissimilar images, numerical



Figure 1: Overview of our method. (a) Input image collection. (b) Image organization based on quantitative analysis from reliable quartets. Each
quartet consists of two photo pairs that are close within pairs but far between pairs, based on one or more image features, e.g., color, GIST, etc. A
hierarchical C-tree is constructed from the quartets. (c) Image classification and selection of representative images via active learning based on
the C-tree. (d) Comic-like layout collage generated from the representative photos. (e) Final output of an album page.

distances may easily become unreliable, leading to classification
errors. By contrast, given unlabelled photos, we adopt the idea of
qualitative analysis [9] to create quartets of images only when the nu-
merical distances between images are reliable. We construct a C-tree
for the images, and deduce the distance between images from the
high-level topology information of the C-tree instead of the distance
from low-level features of images to classify images into different
groups. We then adopt active learning, with human-in-the-loop, to
achieve more reliable image organization and classification.

Image collage. Collages are sometimes used to display a group of
images, which stitches several images into one page to achieve the
summary of images in a compact layout. Image collage starts from
the perspective of image browsing [7, 8, 14, 19, 20, 27, 33], focusing
on the space utilization of canvas or the compact and smooth sense
of image stitching, while ignoring the search of desired images,
making it not applicable for such a task. While little attention is
paid to the problem of image organization and classification. If
we input a large set of images, the effect of collage will be greatly
affected. In this paper, for any source of photos we can organize
them according to scenes and select representative images. Then we
display representative images in a comic-like layout to compensate
for the shortcomings of the above methods.

Comic-like layout. Some methods display keyframes in comic-
like layout in video summary [6, 25, 31, 32]. These methods are
simple and compact for users to browse. These methods usually
take several comic templates to show the layout. However, since the
number of templates that are manually defined is limited, the layout
result is usually monotonous and lacks diversity. Others generate
comic layouts based on a learning method [1], which improves the
diversity of layout styles. However this requires extensive manual
workload to label the comic layout in addition to a variety of learning

methods to optimize the generation process, leading to enormous
calculations and a complex process. Our method creates a template
library based on universal and intuitive rules of comics and conducts
a simple optimization for deformation of layouts, involving simple
calculations and generating layout results with diverse styles.

3 METHOD
For many images from different scenes, we make photo albums
by three steps: image organization based on quantitative analysis,
image classification and selection with C-tree and active learning,
and comic-like layout collage generated from the representative
photos. The brief process is shown in Figure 1.

3.1 Qualitative Photo Organization
Given hundreds of diverse images (as shown in Figure 1(a)), we
have not been able to entirely automate the album creation process
based on user intent, and therefore, we involve users in the process.
To minimize their efforts, we organize the images according to the
scenes to realize a pre-classification first. The difficulty in the scene
organization is how to make the computer understand the scene
information of the image by feature analysis, especially for a diverse
image set. In fact, when comparing two dissimilar images, the
numerical distance values are usually not reliable. For instance, a
numerical distance between an image by the sea and an image in
the park is most likely less informative than a distance between
two images by the sea or between two images in the park. In a
large image collection possessing rich variations, it can be extremely
difficult to use a single distance measure that will allow a meaningful
analysis. By contrast, we take the idea of the 3D shape classification
method [9] to create a C-tree, as shown in Figure 1(b), for image set,
then deduce the distance between the images.



(a)

(b)

Figure 2: An example image set and four potential quartets under the
GIST feature. (a) Input image set; (b) The above two quartets are
reliable and the bottom two are discarded.

Quartet creation. The organization of heterogeneous 3D shapes [9]
involves some features which are normally used for distinguishing
the 3D shapes. Accordingly, to organize diverse images, we primar-
ily select three visual features, Color [22], SIFT [17], and GIST [2]
to characterize the scenes of images. They can classify low-level
similarity but not high-level similarity.

A quartet contains four images with two pairs (A,B|C,D) and
follows the constraint that two images in one pair are similar, but
images in different pairs are dissimilar. We adopt the similar method
in [3,9] to create the quartets for images under each feature and then
combine them together. First, we construct an undirected graph with
four nodes A,B,C,D, where each node denotes an image and the
weight of edge denotes the distance between images under a certain
feature. Then the largest three edges are deleted. If the graph is no
longer connected, they cannot form a quartet. Otherwise, we denote
the bridge edge between two pairs as d3 and the other two edges
as d1 and d2, if d3/d1 and d3/d2 are both greater than a certain
threshold R, then these images can form a reliable quartet.

If R is too low, the number of quartets will be too large, which
will increase the computation of C-tree and reduce the reliability of
quartets. If R is too high, the number of quartets will be too small,
which will affect the accuracy of C-tree. For 60 images, we get
about 8100 quartets under the Color feature with R = 2.4, about
6400 quartets under the SIFT feature with R = 3.2 and about 8700
quartets under the GIST feature with R = 2.2, for a total of 23200
quartets for subsequent C-tree construction. Figure 2(b) shows some
quartets during generation of an example image set (as shown in
Figure 2(a)) under the GIST feature.
C-tree construction. After obtaining the quartets, we construct
the C-tree, which is an unrooted tree maximally conforming to the
topology of the input quartets. Each leaf node of the tree denotes an
image. The internal node is a parent or ancestor of other nodes and

represents information of scene organization. If two leaf nodes share
the same parent or ancestor, they are likely to belong to the same
scene in the following classification, if two internal nodes share the
same parent or ancestor, they are likely to belong to similar scenes,
so we could organize images hierarchically based on the relationship
between images in the C-tree.

For image set in Figure 2(a), we construct the corresponding C-
tree as shown in Figure 3(a). It reveals that the C-tree can organize
images by scenes and the topology information in quartets is kept
inherently in the structure of the C-tree. The quartet that has been
labeled in green in Figure 2(b) can be found in the C-tree in Figure
3(a) with the paths are labeled green as well.

3.2 Photo Classification and Selection
Since we have obtained a C-tree for input images in the previous
section, which shows the overall relationship of input images. In
order to better deliver user intent, we use active learning method [13,
28–30] to perform the fine classification of the input images. Then,
for images in each scene, we perform branch sampling based on the
C-tree to recommend representative images for the user. Meanwhile,
the user can switch or reject any samples selected by the automatic
algorithm to choose the images they prefer.
Image classification based on active learning. We observed that
the process of creating C-tree and divisive hierarchical clustering
[18] are very similar, both of them recursively split one big set into
singletons to form a hierarchical structure. We decomposed the
C-tree into several clusters to classify images. The root node of
C-tree is an internal node, and all images reside in leaf nodes.

We denote Tx as a subtree rooted at node x. Given a C-tree with
root r, Tr, we can compute the depth of every node. We define the
degree of separation (number of traversed edges), DoS [9] as the
distance between two nodes. Let Nk be the number of album pages
specified by the user, where one album page corresponds to one
cluster. We start the splitting process with d = 1, where d represents
node depth, to get a node set Nd . For each node n in Nd , we have
a subtree Tn. All leaf nodes in Tn become a cluster, so we can get
|Nd | clusters in all. If |Nd |= Nk, then the algorithm terminates, as
we have the desired number of clusters. If |Nd | > Nk, we merge
the two nearest nodes in Nd by adding one to another node’s child
until |Nd | = Nk. If there are more than one pair of nodes having
the minimum distance, the pair which would generate a smaller
cluster after merging will have priority. Finally, if |Nd | < Nk, we
continue the loop by adding 1 to d at a time. Figure 3(b) is the initial
clustering result corresponding to the C-tree in Figure 3(a).

After the initial clustering, we find out that most images can be
reasonably classified according to the scenes, but there exist some
images which are so ambiguous. Therefore, to refine the classifica-
tion results, and to enable users to participate in the classification
process, we adopt active learning method in this paper. Active learn-
ing is a special case of semi-supervised method by which samples
can be dynamically selected and labeled. By interactively adding
constraints, user intent can be learned and more information can be
used to refine the clusters.

Since we have obtained initial clusters, by interactively adding
few must-link or cannot-link constraints, the C-tree is updated and
so are the clusters, all ambiguous images will be reassigned into
correct class finally. To minimize the efforts required from the user,
we suggest pairs of images that are likely to improve classification
when constrained. Those images should have low confidence of
belonging to their clusters, and we take the silhouette index as their
confidence [30]. Let S(x) denote the silhouette index of image x, its
value ranges from -1 to 1. If the value is close to -1, this image is
closer to another cluster than it belongs to, which means it might
be handed over to the user. If the value is close to 1, this image has
strong confidence in current cluster. The higher the silhouette value,
the more believable its cluster will be. The image with the greatest



confidence value will be the center of the cluster.
First, we select m images with the smallest confidence value as a

set Sm. We adopt silhouette index, the distance between x and one
cluster is measured by the average distance between image x and
images in that cluster. Cx is the cluster that x belongs to, Ox is the
closest cluster except Cx. Then we form a triplet T (x,A(x),B(x))
for each image x in Sm, where A(x) is the center of cluster Cx, and
B(x) is the center of cluster Ox. Then we present these m triplets
for the user, and ask them to judge whether A(x) or B(x) is more
similar to x. If the user chooses A(x), then image x has already been
assigned to the right cluster. If the user chooses B(x), then we need
to reassign x.

In fact, a triplet consists of two constraints, one must-link and
one cannot-link because when the user chooses one, the other will
be separated from x. In every iteration, if the user chooses more
than one B(x), we will reconstruct the C-tree to obtain new clusters
by updating quartets set. We augment the quartets set with new
quartets (x,b|c,d), where b is the image in Ox, c,d are the images
in Cx. We remove the quartets (p,q|r,s) from the quartets set, where
p is x and q is the image in Cx or r is x and s is the image in Cx.
The iteration will be repeated until the user chooses all A(x)s for m
quartets, which means all images are in the right class according to
user expectations. In experiment, we set m = 2Nk.

One loop of the active learning is shown in Figure 4. The node
with label 20 marked in red in Figure 3(a) has the lowest confidence
value. Figure 4 (a) illustrates the triplets suggested by our algorithm
according to the initial clustering result in Figure 3(b). The triplet
marked in red means that B(x) is chosen by the user, so we update
the C-tree as shown in 4(b), the corresponding classification result is
in Figure 4(c), it shows that image with label 20 is in the right place.
Selecting representative images. After the fine classification of the
input images, we can determine themes of the album, where images
of one page share the same theme. However, every class might still
contain too many images while the space for comic layout on each
page is limited. Again, to minimize the effort required from the user,
we will suggest representative images for each theme. We believe
that representative images not only have strong confidence but also
are well separated in each class.

In the C-tree, we call the leaf nodes with the same parent as a
branch. For the classification result, every class actually corresponds
to a subtree of the C-tree, so every class consists of several branches.
Images in the same branch are very similar and in different branches
are not. For one class, we choose one image with the greatest
confidence value from each branch at a time until the number of
images reaches n. Then given the representative images, the user can
switch or reject anyone through the interactive interface according to
their preferences. If the user does the switch operation, we’ll reselect
a new representative image with the greatest confidence value in the
same branch except the switched one. If the user does the reject
operation, then the whole branch will be rejected.

In practice, we find that around 10 photos per page tends to obtain
a good balance between the amount of information and clarity and
aesthetics of the layout, hence we set n = 10 in our experiments. To
layout the representative images in a collage, we randomly select
one image as the first one, then sort the others according to the
distance to the first.

3.3 Photo Collage in Comic Layout
Once all representative images are confirmed, we start to make the
photo album. We choose comic-like layout for the album due to its
beauty and diversity. A single page will be made for each scene.
First, based on the heuristic rules defined by us, we create a comic-
like template library through enumeration. We then select a template
to make an automatic collage based on the principle of keeping the
maximum information of the images.
Template library. To avoid monotonous layout and meet the needs

of different users, variety in templates is essential. Some researchers
have constructed active templates by heuristic rules, such as the
tree structure based on the comic [16, 23]. But the space divided
by these methods is usually messy and uncoordinated. In order to
make the space tidy, we constructed the corresponding template
library with enumeration. Comparing to the tree structure method,
we make the divided space clearer, and significantly reduce the time
of calculation.

It is well-known that a page of comic layout is often made up of
several layers, each composed of different size panels, and there are
many rules in the process of comic layout to limit the number of
templates, so we can generate the initial templates with enumeration.
In this paper, we construct the template library primarily by the
following heuristic rules:

• R1: Due to limited space in the comic, to achieve aesthetic
effects, we stipulate that each page can be only divided into at
most 4 layers and each layer can be only divided into at most
3 panels;

• R2: Since the comic has a specific reading sequence, for two
panels, Pi and Pj , in the comic layout, if i < j, panel Pi must be
on the left of or above panel Pj. Therefore, the layer number
of panel Pi must be not larger than that of panel Pj;

Since each layer can only contain at most 3 panels, the positions of
the panels in each layer will be limited, which we can enumerate
easily. All possible placements in each layer of the panel are shown
in Figure 5, where J represents the number of panels contained in
each layer. We primarily use a string to represent the location of
each panel. For example, V2H1 indicates that the panel is on the
upper right corner of the corresponding layer.

We can obtain a series of strings using the above enumeration
with each string corresponding to the initial template of a comic
layout. A group of data containing 8 input images can generate
about 120 initial templates according to the enumeration definition.
Figure 6 shows the generated strings and corresponding templates
for 8 input images by our method. S1, Si, and S j represent the
strings obtained by enumeration, and LN(·) in the strings represents
the layer position of the current panel in the template. The content
in the bracket following LN corresponds to the given strings in
Figure 5, representing the panel position. T1, Ti, and Tj represent
the corresponding templates.
Appropriate template selection. After obtaining the template li-
brary, we hope to select the best template for each set of represen-
tative images. When people take photos, they do not just pick up
the camera and press the shutter at will. They usually resort to some
photographs skills, considering shooting angle, composition rules
and so on, to achieve the best overall effect. So it is essential to keep
the original appearance of images while making albums. However,
the size of images and panels can not be exactly the same. The
following strategy is used to keep more information.

For each image, we first calculate the saliency map [4], and set
the face regions detected by the classical approach [26] to maximize
the saliency value. Then we find the saliency center, of which the
sums of saliency values on both sides are the same in horizontal and
vertical directions, and scale the representative images to keep the
area of the page and the sum of them equal. Next, the images are
placed into each panel of the template in order, on the premise that
the saliency centers of images and the corresponding panel centers
are aligned.

In order to select the most appropriate template, we define the
penalty function as follows: for the group of images to be collaged,
we set the obtained initial template library as {Tm}M

m=1. For any
template Tm, we represent the layers as Li (i2[1, 4]) and panels in Li
as Pi, j( j 2 [1,3]), and the rectangle of the corresponding panel with
scaled representative images in it as Ii, j. The Area(·) is the area of
panel or image, and Height(·) is the height of the panel.



(a) (b)

Figure 3: The corresponding C-tree and initial clustering results for the input images in Figure 2(a). (a)The C-tree constructed by all quartets. (b)
Two clusters via our method based on the C-tree when d = 1, corresponding to the subtree Tx and Ty.

(a) (b) (c)

Figure 4: Image classification based on active learning. (a) The interaction results, images chosen by the user are in green box (b) Updated C-tree
(c) Classification results after active learning.

Figure 5: Different cases of panels in one layer.

1. Coverage of layer Li. We want the coverage between adjacent
panels of every layer to be as small as possible. The coverage
of Li with J panels is:

Eo(Li) =
J�1

Â
j=1

(Area(Ii, j)\Area(Ii, j+1)) (1)

2. Degree of separation of layer Li. Similarly, the gap between
adjacent panels of every layer should be as small as possible.

The degree of separation of layer Li with J panels is:

Eg(Li) = Area(Li)�Area(Li)\ (
J[

j=1
Area(Ii, j)) (2)

3. Coverage between layer Li and Li+1. We also want the cov-
erage between adjacent layers to be as small as possible. The
coverage between layer Li and layer Li+1 is:

D(Li,Li+1) = Area(
J[

j=1
Ii, j)\Area(

K[

k=1
Ii+1,k) (3)

Based on these constraints we define the penalty function for
template Tm as follow:

P(Tm)=a
NL

Â
i=1

(¿(Eo(Li))+¿(Eg(Li)))+b ÂNL�1
i=1 D(Li,Li+1)

PAGE
,

(4)



Figure 6: Example of templates corresponding to string representa-
tions: T1,Ti,Tj correspond to S1,Si,S j, respectively.

(a) (b) (c) (d)

Figure 7: Layout optimization. (a) Best template. (b) Initial layout. (c)
Template after optimization. (d) Final layout.

where P(Tm) is the penalty function for template Tm. NL is
the maximum number of layers of Tm, ¿ is the Min-Max
normalization operator for Eo(Li), Eg(Li) and Eh(Li). PAGE
is the area of the comic page, a , b are corresponding weights
for local constraint and global constraint, we set PAGE =
1200⇤1600 pixels, a = 0.4, b = 0.6 by experiment.

Based on this penalty function, we can perform a matching search
in the template library to find the best template which has the min-
imum penalty. For seven representative images selected from the
bottom class in Figure 4(c), the most appropriate template is shown
in Figure 7(a) and the initial layout without optimization is shown
in Figure 7(b). Besides, the user also can browse the other templates
in the interface, we sort all other templates according to P(Tm).
Layout optimization. After obtaining the best template, there may
still be gaps between the images and corresponding panels. For
compact and diverse layouts, we optimize the deformation of the
panels and then fine-tune image sizes to fill the gaps. Throughout
the process, we keep the aspect ratio of every image and align the
saliency center of them to the center of the corresponding panel. If
we were to adjust the shape of the panel, we would only need to
make a corresponding adjustment on each section line in the comic
layout. The goal of our layout optimization is to minimize:

Y (Tm) =
NL

Â
i=1

J

Â
j=1

(Ratio(Pi, j)�Ratio(Ii, j))
2, (5)

where NL 2 [1,4] is the maximum number of layers of Tm, J 2
[1,3] is the number of panels of each layer, and Ratio(·) is the
aspect ratio of the panel (if the panel is an irregular quadrilateral, it
calculates the aspect ratio of its minimum bounding box).

We optimize the objective function by the PSO [12] algorithm,
take the parameters of each section line in the template as particles.

Table 1: Datasets and timing statistics (in seconds):NI is the number
of images in the set; NK is the number of classes; TF is the time of cal-
culating features and creating quartets; TC is the time of constructing
C-tree; TL is the time of comic-like layout.

Number Time
NI NK TF TC TL

Set#1 116 5 90 2 10
Set#2 182 6 94 2 12
Set#3 250 7 100 3 14

Figure 8: Comparison of several clustering methods.

After the objective function reaches a minimum value or the iteration
reaches a specified number, we fine-tune the size of the images to fill
the gaps to obtain the final comic-like layout. Last but not least, in
order to let the final album page look like a real comic page, we make
a simple shift on each deformed line and set the layer spacing to 15
pixels and panel spacing to 8 pixels. Compared with Figure 7(a),
panels have been somewhat deformed while maintaining the primary
relationship in Figure 7(c) after optimization. In that case, different
images with the same template will generate different layout. Figure
7(d) is the corresponding final comic-like layout.

4 RESULTS AND EVALUATION

In this section, we introduce the experiments and analyze our method.
We carry out user evaluation to verify the effectiveness of our method.
Limitations will be discussed at the end.

We implemented the whole process in C++ on a PC with Intel
Core i5 3.2GHz CPU and 8G memory. In order to validate the
effectiveness of our method, we conducted experiments on several
sets of images taken by many different devices in different times
and places. Each of them contains hundreds of photos, including
portraiture, landscapes, and events. The details of the sets and the
running time of our algorithm can be found in Table 1. And the user
can always get instant feedback of the system during interaction.
With the help of C-tree, every round of interaction can be completed
quickly within 5 seconds if the user does not hesitate deliberately.
On average, image classification needs 10Nk seconds for interaction,
Nk is the number of album pages specified by the user. Experi-
mentally, constructing C-tree exhibits a performance that is close
to O(mlog(m)), where m is the number of images. Although we
only test on a small database, according to the analysis, it needs 40
minutes for 10,000 images to construct C-tree twice as C-tree will
be reconstructed after the interaction.

4.1 Image Clustering
In order to verify the effectiveness of our method based on C-
tree for scene classification, we compare the classification results
with several conventional clustering methods, k-means, AP [8] and
AGENS [10]. To be fair, we use the same features and the initial
clustering results without active learning. We select 15 undergradu-
ate students to classify the input image sets as ground truth. For a
set of images, after one user sets it up from the personal perspective,



(a) (b) (c) (d)

Figure 9: Two comparisons (top and bottom) of photo collage results generated from the same set of representative images. (a) Our result using
comic-like layout. (b) Our result using rigid layout. (c) Autocollage [19] result. (d) Content-Aware Photo Collage [32] result.

Figure 10: User satisfaction for the albums.

it will be handed over to another user to modify until all of the users
are satisfied with the results.

We use purity of clustering as the standard of comparison. The
final results of the comparison are shown in Figure 8. It reveals
that the purity of our method is higher than that of k-means, AP
and AGENS clustering. It proves that the effect of our method is
closer to the classification of human visual and more stable with
the expansion of images set, which also illustrates the effectiveness
of the C-tree organization. Better initial clustering requires less
user interaction. The cause of the results is that any single image
similarity measure may be unreliable, especially when the images

Figure 11: User survey results of average rate of all pages in aesthet-
ics and clarity respectively.

are very different. Our method is carried out on the basis of the C-
tree constructed by quantitative analysis, which takes the advantage
of reliable quartets from several features. That is why the purity
of our method just dropped a little bit when the image set doubled
(Set#3 has 250 images and Set#1 has 116 images).

4.2 User Evaluation
User studies are conducted to validate the effectiveness of our layout
method for album generation. We select 50 undergraduate students
to evaluate the results obtained by our method, rigid layout (similar
to our method), AutoCollage [19], and Content-Aware Photo Collage



[32]. User are not aware of correspondence between the results and
methods in advance. For fairness, we use the same representative
images as the input, and set the page size to be the same as well.
The evaluation results are shown in Figure 9.

First, for each image set, we make photo albums using the above
methods, where they have the same pages. Then users are asked
to rate them with 1 (definitely no) to 5 (definitely yes) according
to their preference. The result in Figure 10 shows that the albums
generated by our method have the highest score for every image set.

To further understand the advantages of our method, we carry out
more user study. For all the pages generated by these four methods,
users are asked to rate them in two aspects: aesthetics and clarity.
For a better comparison, four pages generated by these methods with
the same representative images form a group. The result in Figure
11 shows that the albums generated by our method are preferred by
undergraduate students in aesthetics and clarity. In our opinion, the
structure of the comic-like layout makes the album collage clearer
compared to AutoCollage and Content-Aware Photo Collage. And
the template choosing and optimization make the album collage
more beautiful than the rigid layout.

4.3 Limitations
Although albums can be effectively made by our method, there are
still some limitations. We just combine saliency map with face
detection to capture the content of the image. The pages generated
by our system will be not good enough when the face detection
failed or there are too many objects in the images. Our user studies
are preliminary and suggestive, and users graded according to their
standard. It is surprising that users would prefer non-rectangular
images and further study is needed to verify this result.

5 CONCLUSION AND FUTURE WORK

In this paper, we propose a new album management method in a
comic-like layout based on scene classification. Firstly, we effec-
tively organize images by a qualitative analysis method of Quartet
Analysis to realize the hierarchical organization of the scenes and we
use active learning method to classify images by scenes according
to user intent. In addition, we propose a new method for automatic
collage with comic-like layout based on a template library. This
permits a concise collage presentation of the representative images
in the hierarchical scenes. The results demonstrate that we achieve
the goal of effective organization and clear display of the images.
Users can easily produce an album with our method.

In future work, we plan to incorporate high-level semantics, e.g.,
accurate face recognition, to improve classification. In addition, we
will explore the use of C-trees to assist users in photo organization
and generating photo album more quickly.
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